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The OECD AI Principles
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プレゼンテーションのノート
[As Yoichi mentioned?] the OECD principles, adopted in May 2019, contain VALUES that AI systems should reflect and rights that should be protected; things like equality, human rights, democratic values and fairness; transparency and explainability; safety and robustness and importantly, accountability of AI actors for the proper functioning of their systems.

(The five other lay out key actions that policy makers need to implement in order to foster an AI ecosystem that can thrive on the long-term and benefit societies. )












Outline of the Hiroshima Process International Guiding Principles for All AI Actors

3. Publicly report advanced AI systems’ capabilities, limitations and 
domains of appropriate and inappropriate use, to support 
ensuring sufficient transparency, thereby contributing to increase 
accountability

4. Work towards responsible information sharing and reporting of 
incidents among organizations developing advanced AI systems 
including with industry, governments, civil society, and academia

5. Develop, implement and disclose AI governance and risk 
management policies, grounded in a risk-based approach –
including privacy policies, and mitigation measures, in particular for 
organizations developing advanced AI systems



6. Invest in and implement robust security controls, including 
physical security, cybersecurity and insider threat safeguards
across the AI lifecycle

7. Develop and deploy reliable content authentication and 
provenance mechanisms, where technically feasible, such as 
watermarking or other techniques to enable users to identify AI-
generated content

8. Prioritize research to mitigate societal, safety and security risks and 
prioritize investment in effective mitigation measures.

Outline of the Hiroshima Process International Guiding Principles for All AI Actors











HAIP Friends Group

As 2024 MCM Chair country, Japan hosted a side event focused on HAIP.
Prime Minister Kishida’s message ;
1) Japan celebrates the update of the OECD AI Principles.
2) Japan welcomes the additional countries who support the outcomes of the Hiroshima 

AI Process to promote safe, secure and trustworthy AI as part of the Hiroshima AI 
Process Friends Group. Japan will work with the 49 countries and a region in the 
Friends Group.

3) Japan is launching GPAI Tokyo Center to provide support to projects to develop 
technological solutions with experts.

Also joined by ; Mr. Cormann, Secretary-General of the OECD, 
Dr. Encinas, Undersecretary of Foreign Trade of Mexico,
Ms. Fu, Minister for Sustainability and Environment of Singapore 
Mr. Altman, the CEO of OpenAI (online)

OECD Member countries and guests, including private sector discussed update of OECD AI principles.
Many countries welcomed productive synergy between HAIP and OECD Principles.
Update of OECD AI principles was adopted. OECD AI Principles will continue to provide 
the robust foundation for international AI policy making.

HAIP outcomes were widely supported by 49 countries/region, and OECD adopted 
the updated OECD AI Principles at the Ministerial Council Meeting (MCM)
Side Event on Generative AI

Session 6.1: Artificial Intelligence



Member countries of the Hiroshima AI Process Friends Group (As of June 30)

53 countries and regions have joined the Hiroshima AI Process Friends Group, a voluntary framework of 
countries supporting the sprit of the Hiroshima AI Process, to achieve safe, secure, and trustworthy AI.

(G7)
Canada France Germany Italy Japan
United Kingdom United States European Union

(Others)
Argentine Australia Brunei Chile Colombia
Costa Rica Iceland India Israel Kenya
Republic of Korea Laos Mexico New Zealand Nigeria
Norway Serbia Singapore Thailand Türkiye
United Arab Emirates

(EU member countries)
Austria Belgium Bulgaria Croatia Cyprus
Czech Republic Denmark Estonia Finland Greece
Hungary Ireland Latvia Lithuania Luxembourg
Malta Netherlands Poland Portugal Romania
Slovakia Slovenia Spain Sweden





Thank You !

If you have questions or comments;

y.iida@soumu.go.jp
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