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Information :
@ contact : alquier@essec.edu

@ webpage : https ://pierrealquier.github.io/
This lecture will be based on :

‘ Alquier, P. (2024). User-friendly Introduction to PAC-Bayes bounds. Foundations and Trends(©)
in Machine Learning.

(link to preliminary arXiv version + slides on my webpage).

Many thanks to Richard Carifio lll who helped with the drawings!
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€ PAC-Bayes bounds : introduction
@ Generalization bounds and PAC-Bayes
@ Minimization of the PAC-Bayes bound
@ A zoo of PAC-Bayes bounds

© PAC-Bayes and Mutual Information bounds
@ Excess risk bounds
o Fast rates
@ Mutual information bounds
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Generalization bounds and PAC-Bayes
Minimization of the PAC-Bayes bound
A zoo of PAC-Bayes bounds

PAC-Bayes bounds : introduction

@ Prediction error measured through loss function ¢ :

4 <y, fé(X)) :

o Risk :
R(8) = Egxvyr [V 5(X)) |

where P is the probability distribution of pairs
object-label we want to learn to classify.

@ Objective :

R* = inf R(0).

o Data (X1, Y1),...,(X,, Y,) i.id. from P. Empirical risk :

RA0) = 230 0¥ h%)

n

i=
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Toy example :
@ X uniform on [0, 1],

o Y=2X—-1|+e
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PAC-Bayes bounds : introduction
A zoo of PAC-Bayes bounds

Toy example :
@ X uniform on [0, 1],

oY =2X—1]+e
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Generalization bounds and PAC-Bayes

PAC-Bayes bounds : introduction Minimization of the PAC-Bayes bound

A zoo of PAC-Bayes bounds

@ Prediction by regular histogram with k-bins.
o Uy, fy(x)) = (v — fi(x))*.

That is,
6, if x € [0,1/k),
0, if x € [1/k,2/k),
() = 02 if X [1/k,2/k)

:9,( if x € [(k — 1)/k, 1].
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PAC-Bayes bounds : introduction
A zoo of PAC-Bayes bounds

@ Prediction by regular histogram with k-bins.
o Uy, fy(x)) = (v — fi(x))*

— k=10
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Generalization bounds and PAC-Bayes
Minimization of the PAC-Bayes bound
A zoo of PAC-Bayes bounds

PAC-Bayes bounds : introduction

@ Prediction by regular histogram with k-bins.
o Uy, fy(x)) = (v — fi(x))*

— k=100
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Minimization of the PAC-Bayes bound
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PAC-Bayes bounds : introduction

—— Empirical Risk.
al st Risk
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Generalization bounds and PAC-Bayes
Minimization of the PAC-Bayes bound
A zoo of PAC-Bayes bounds

PAC-Bayes bounds : introduction

Law of large numbers : for a fixed 6,

n

Rol0) = = 3 ¢( Vi (X)) — R(O).

- n—o0
i=1

But 6 = 0((X1, Y1), ..., (Xa, Y»)) = O(S) learnt from data.

Can we quantify R(A) — R,(f) when  is learnt ? )

Various approaches :
@ Vapnik-Chervonenkis theory,
o algorithmic stability,
@ information bounds : MDL, PAC-Bayes, etc.
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Generalization bounds and PAC-Bayes

PAC-Bayes bounds : introduction Minimization of the PAC-Bayes bound

A zoo of PAC-Bayes bounds

Information we can get from these theories :

© ‘“generalization bound”

R(0) < R,(A) + data-dependent terms.

@ ‘excess risk bound”

R(0) < R* + rate of convergence.
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PAC-Bayes bounds : introduction

Assumption for
Unless specified otherwise, 0 < ¢ < 1 and data is i.i.d. from P.

Vapnik-Chervonenkis — classification () = {0,1})

With probability at least 1 — & on the data, for any 6 learnt
from the data,

8d log (%) + 8log (%)
n

R(9) < Ry(0) + \/

where d : the VC-dimension of the set of classifiers (3,0 € ©)

V.
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Statistical estimation / ERM etc.

data ——— estimator

(X xY)" — ©

S— §=6(S8)

Randomized estimators :

(X xY)" —— M(O) ------ > ©
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Generalization bounds and PAC-Bayes
Minimization of the PAC-Bayes bound
A zoo of PAC-Bayes bounds

PAC-Bayes bounds : introduction

@ Randomized estimator inspired by Bayesian statistics, but
it is a more general notion.

@ For each new pair object-label (x,y) ~ P, we can draw a
predictor 6 ~ j. We incur a loss (y, fy(x)).

o If we repeat this for each new object to classify, our
average loss will converge to

Eg B p)pl(y, fo(x)) = Eos[R(0)].
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McAllester's PAC-Bayes bound

Fix a prior distribution 7 € M(©). With probability at least
1 — ) on the data S, for any probability distribution p learnt
on the data,

KL(p|r) + log (2£)

Eop[R(0)] < Egop[Ra(0)] + on
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McAllester's PAC-Bayes bound

Fix a prior distribution 7 € M(©). With probability at least
1 — ) on the data S, for any probability distribution p learnt
on the data,

KL(p|r) + log (2£)
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KL(p||w) = Kiillback-Leibler divergence between p and 7

@ p can be learnt on the data, so if we have a randomized
estimator p in mind, we can apply the bound to p = p.
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Generalization bounds and PAC-Bayes
Minimization of the PAC-Bayes bound
A zoo of PAC-Bayes bounds

PAC-Bayes bounds : introduction

McAllester's PAC-Bayes bound

Fix a prior distribution 7 € M(©). With probability at least
1 — ) on the data S, for any probability distribution p learnt
on the data,

KL(p|r) + log (2£)

Eop[R(0)] < Epe,p[Ra(0)] + on

KL(p||w) = Kiillback-Leibler divergence between p and 7

@ p can be learnt on the data, so if we have a randomized
estimator p in mind, we can apply the bound to p = p.

@ we will see later that the bound is helpful to define good
randomized estimators p.
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L(p||m) = Kiillback-Leibler divergence between p and 7 J

@ discrete case :

L(plm) = p(6) log Z;

0cO

and KL(p||7) = oo if for some 6, m(0) = 0 and p(6) > 0.
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A zoo of PAC-Bayes bounds

KL(p||7) = Kiillback-Leibler divergence between p and 7 J

@ discrete case :

p(6)
L(pllm) =>_ p(6 )log 272 (0)

0cO

and KL(p||7) = oo if for some 6, m(0) = 0 and p(6) > 0.
@ general case

KL(p||7) = B, {Iog j—iw]

and KL(p||w) = oo is p has no density $2 w.r.t. ...
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PAC-Bayes bounds : introduction Minimization of the PAC-Bayes bound

A zoo of PAC-Bayes bounds

KL(p||7) = Kiillback-Leibler divergence between p and 7 J

@ discrete case :

p(6)
L(pllm) =>_ p(6 )log 272 (0)

0cO

and KL(p||7) = oo if for some 6, m(0) = 0 and p(6) > 0.
@ general case

dp
KL(p||7) = Eg~, [Iog a(@)}
and KL(p||w) = oo is p has no density $2 w.r.t. ...

KL(p||w) > 0 and KL(p||7) =0 < p = . |
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Minimization of the PAC-Bayes bound
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PAC-Bayes bounds : introduction

[ntuition on KL :

@ 7 uniform on A

% not defined here.
dr

B ¢ A= KL(p|7) = +oc.
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Intuition on KL :

@ 7 uniform on A

A
"0 =Y
e p uniform on B
0 = 3759
b a0 VALL0)

- dm
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A zoo of PAC-Bayes bounds

PAC-Bayes bounds : introduction

Intuition on KL :

@ 7 uniform on A

A
~14(0)
"=V
@ p uniform on B
0 = 3759
dp V(A)15(0)
BCA= OI7T(0) VB

KL(p||7) = Eq~, {Iog g—i(@)} = log %

Pierre Alquier, ESSEC Business School PAC-Bayes



Generalization bounds and PAC-Bayes

PAC-Bayes bounds : introduction Minimization of the PAC-Bayes bound

A zoo of PAC-Bayes bounds

[ntuition on KL :

A

By(x, r) ball centered on x, with radius r in RY

Nia

™

V(Ba(x;r)) =

vla| &

r¢g+1)

@ 7 uniform on A = B,(0, C)
@ p uniform on B = By(fo, €)
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A zoo of PAC-Bayes bounds

[ntuition on KL :

A

By(x, r) ball centered on x, with radius r in RY

Nia

™

V(Ba(x;r)) =

vla| &

r¢g+1)

@ 7 uniform on A = B,(0, C)
@ p uniform on B = By(fo, €)

KL(p||7) = log :jgg; = dlog %
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KL (pl|) + log (2£°
2n
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McAllester's PAC-Bayes bound

KL (pl|) + log (27

Eo~p[R(0)] < Eov,p[Ra(6)] + 2n

@ 7 uniform on © = B,4(0, C)
@ p = j uniform on By(0, )
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PAC-Bayes bounds : introduction

McAllester's PAC-Bayes bound

KL (pl|) + log (27
2n '

Eo,[R(0)] < Egp[Ra(6)] +

@ 7 uniform on © = B,4(0, C)
@ p = j uniform on By(0, )

dlog % + log <¥>

Eo5[R(0)] < Eop[Rn(0)] + 2n
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PAC-Bayes bounds : introduction Minimization of the PAC-Bayes bound

A zoo of PAC-Bayes bounds

Toy classification example :
(4] X,' € [—].7 1],

o classifiers (f5)pe—1,1] given by

0ifx<#6
ff’(")_{ 1if x > 6.
o Y= fy-(Xj)
® o—© c—O © @
-1 +1
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Vapnik-type bound :

8log (2en) + 8log (%)
n

R(0) <
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FLAT
MINIMUM

> 0
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McAllester's PAC-Bayes bound
Fix prior 1 € M(©). With proba. at least 1 — §, Vp € M(©),

KL(pl|7) + log (2£7)

Egp[R(0)] < Eonp[Rn(0)] + 2n

Eop[R(0)] < Eop[Rn(9)]

{KL(,O“?T) + log (%ﬁ) A }

+ inf
A>0

;) *en
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VA > 0, Eoo,[R(8)] < Ege, [R(6)]

o
. (p||7r)J;|og( )ﬂ%-

v

Definition - Gibbs posterior

exp(—AR,(0))
) = F o AR @ )

y

KL
7\ = argmin {ngp[R,,(H)] + M} :
peM(©) A

y
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Proof :

0 < KL(p[[%)

4
— ]E9~p -|Og dﬁ)\ (0):|
[ dp d#y
=Eg, _Iog Cl7T(H) — log o (9)}
d
— Ey., |log é(a) + ARM(60) + log E o [exp(— ARA(9)]

— KL(p||7) + AEgo, [Ro(6)] + log Egr[exp(—ARA(D)].
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Consequence of the PAC-Bayes bound
Fix prior m € M(©). With proba. at least 1 — ¢, VA > 0,

“log Eg, [exp(— AR, (9))] + log ( 24~
By [R(E)] < ot R A())Hog(é)%in.
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Fix prior m € M(©). With proba. at least 1 — ¢, VA > 0,

“log Eg, [exp(— AR, (9))] + log ( 24~
By [R(E)] < ot R A())]+°g(‘5>+8in.

@ in simple cases, we can sample from 7, by standard
Monte Carlo / MCMC techniques,
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Consequence of the PAC-Bayes bound
Fix prior m € M(©). With proba. at least 1 — ¢, VA > 0,

“log Eg, [exp(— AR, (9))] + log ( 24~
By [R(E)] < ot R A())]+°g(‘5>+81n.

@ in simple cases, we can sample from 7, by standard
Monte Carlo / MCMC techniques,

@ the minimization in A can be tricky.
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YA > 0, Eou [R(0)] < Eoop[Ra(6)]

Alternative approach : optimize p in a smaller set 7 & M(©).

Definition - variational approximation of Gibbs posterior

I T

A

Example : p = N(p, X), optimize (u, X).
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Example : Gaussian prior 7, and we optimize a Gaussian
posterior p :

m = N (0, %0) and p = N (1, 1) in RY.

KL(p||7) = = |tr(X:X07Y) — d

N~

detZo

— Ty =1y, — log ———°
+ (p1 — po) " Xo~ (11 — po) + Ogdetzl
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If 111 goes far away from g to oo,

2
fo — [
KL(p||7) ~ % — 0.
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If X1 — 0,

1 >
KL(p||7) ~ 5 log Z_? — 0.

Pierre Alquier, ESSEC Business School PAC-Bayes



Generalization bounds and PAC-Bayes
Minimization of the PAC-Bayes bound

PAC-Bayes bounds : introduction

A zoo of PAC-Bayes bounds

3 o
C
>+
h~)

With a sharp minimum, to keep

E9~N(§,Zl)[Rn(‘9)] ~ R,,(GA),

Y should be small, and thus KL(p||7) will be large.
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3 o
C
o>+
S

With a flat minimum,

EQNN(é,zl)[Rn(e)] ~ R,,(QA)

for X1 “not so small”, thus KL(p||7) does not have to be large.
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P = Pum,s1 — N(:uh Z1) - N(va UUT)

i KL(p||m
;TIB {E0~N(u1,UUT)[R,,(9)] + %} . J

Egonr(ur,0um)[Ra(0)] = Eemnro.n[Ra(p1 + UE)].

Stochastic Gradient Algorithm

Random initialization of ;; and U, then iterate :
@ sample £ ~ N(0, /),
@ update

{ H1 — H1 — naim[Rn(,ul + Ué) =+ KL(pMLZl “ﬂ-)]
U U—=nZ[Ra(pa + UE) + KL(pyy 5, [|7)]
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Train a neural network for
classification (0-1 loss).

Vapnik-type bound usually
lead to something larger
than 1, for example

R(0) < 35.4
As R(B) = P(Y # fi(X)),

the bound brings no infor-
mation (vacuous)

Pierre Alquier, ESSEC Business School PAC-Bayes

Computing Nonvacuous Generalization Bounds for Deep (Stochastic) Neural
Networks with Many More Parameters than Training Data

Gintare Karolina Dziugaite
Department of Engincering
University of Cambridge

Abstract

One of the defining propertics of deep leam.
ing is that models are chosen (o have many
‘more parameters than available raining data.
In light of this capacity for overfiting, it is
remarkable that simple algorithms like S¢
lably
roadblock to explaining these phenomena in
terms of implicit regularization, structural prop-
ertes of the solution, and/or easiness of the
data is that many leaming bounds are quan-
titatively vacuous when applicd to networks
learned b “decp leamning” regime.
Losieall, n orde to explain geneal
we need nonvacuous bounds. We return to an
idea by Langford and Caruana (2001), who
Bayes bounds to compute nonvac
wous numerical bounds on generalization error
for stochastic two-layer two-hidden-unit neural
networks via a sensitvity analysis. By optimiz-
ing the PAC-Bayes bound directly. we are able
10 extend their approach and obtain nonvacu
ralzation bounds for decp stochastic
neural ntwork claseers with millions of
rumeters tra ands of
cxamples, We comeetour findingstorecent
and old work on flat minima and MDL-based
explanations of generalization.

D re-

1 solutions with low test error. One

ied on only tens o

INTRODUCTION

By opimieg » PAC-Bayes bound, we show that it is
possible ounds on the

aniel M. Roy
Department of Statistical Sciences
University of Toronto

for rained neural networks in the modern deep learning.
e the number of network parameters eclipses
the mamber o aining example

hebounds we comput e dt dependen incopoaing

illions of con optimized nun

ith o svrge cnpiica
chastic gradient

the VC dimension of neural networks istypically bounded
below by the number of parameters, and s0 one nceds as
g dataasparameters before (uniform) PAC
onvacuous, ic., before
error falls below 1. To put this in concrete ter
VINIST, hevingeven 72 hdn anits n 3 flly conneced
firstlayer yields vacuous PAC bounds.

Evidenly, we e aperuting fr rom he wort cas:cb-

I attention two decades ago: B
[Bar97; Bar9] showed that, in lrge (sigmoidal
networks, when the learned weights are smal
tude, the ft-shattring dimension is more mportan than
the VC dimension for characterizing generalization. In
particular, Bartltt established classification error bounds
in terms of the empirical margin and the fatshattering
dimension. and then gave fat-shattering bounds for neu-
ral networks in terms of the magnitudes of the weights
and the depth of the network alone.  Improved norm-
based bounds were obtained using Radem
sian complexity by Bartlett and Mendelson [BMO2] and
Koltchinski and Panchenko [KP02],

d Gaus-

These norm-based bounds are the foundation of our cur-

generalization emor of deep stochastic neural networks
with millions of parameters, despit the training data sets
being one or more orders of magnitude smaller than the
number of parameters. To our knowledge, these a
first explicit and nonvacuious numerical bounds computed

of neural network i
i widely aceepted that these bounds explain observed
ation, at least “qualitatively” and/or when the
hts are explicily regularized. Indeed, recent work
1 Srebro [NTS14] puts forth
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@ prior centered at the (random) initialization of SGD, 6.

Pierre Alquier, ESSEC Business School PAC-Bayes



Generalization bounds and PAC-Bayes
Minimization of the PAC-Bayes bound

PAC-Bayes bounds : introduction

A zoo of PAC-Bayes bounds

Combine many ideas to get tighter bounds :
@ prior centered at the (random) initialization of SGD, 6.
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Combine many ideas to get tighter bounds :
@ prior centered at the (random) initialization of SGD, 6.

@ “multi-scale” prior :

= Z p(o)N (Giis, 021).

o€eS

@ replace R,(0) by convex surrogate.
° ...
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Experiment T-600 T-1200 T-300% T-600° T-1200> T-600° R-600
Train error 0.00I 0.002 0.000 0000 0000 0.000 0.007
Test error 0.018 0018 0015 0016 0015 0013 0508

SNN trainerror ~ 0.028  0.027  0.027  0.028 0.029 0.027  0.112
SNN test error 0.034 0.035 0.034 0.033 0.035 0.032  0.503
PAC-Bayes bound 0.161  0.179  0.170  0.186 0.223 0.201 1.352
KL divergence 5144 5977 5791 6534 8558 7861 201131
# parameters 471k 943k 326k 832k 2384k 1193k 472k
VC dimension 26m 56m 26m 66m 187m 121m 26m

Table 1: Results for experiments on binary class variant of MNIST. SGD is either trained on (T) true labels or
(R) random labels. The network architecture is expressed as N'*, indicating L hidden layers with N nodes each.
Errors are classification error. The reported VC dimension is the best known upper bound (in millions) for ReLU
networks. The SNN error rates are tight upper bounds (see text for details). The PAC-Bayes bounds upper bound
the test error with probability 0.965.

Results taken from

@ Dzuigaite, G. K. and Roy, D. M. (2017). Computing Nonvacuous Generalization Bounds for Deep
(Stochastic) Neural Networks with Many More Parameters than Training Data. UAI.
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More recent results (among others!) :

@ Pérez-Ortiz, M., Rivasplata, O., Shawe-Taylor, J. and Szepesvari, C. (2021). Tighter risk

certificates for neural networks. Journal of Machine Learning Research.

ﬁ Clerico, E., Farghly, T., Deligiannidis, G., Guedj, B. and Doucet, A. (2022). Generalisation under
gradient descent via deterministic PAC-Bayes. ArXiv preprint arXiv :2209.02525.
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PAC-Bayesian Model Averaging

S Seminal  paper, that

ATAT Shaonon Labs
180 Park Avenie
Flotham Park, NJ 079320971

b contains the bound stated

Abstract are compared bahl and experimentally by -
s el s
i st e S s T e lier today.
D g et bty iy BRI earlier toda

fil. A PAC-Bayesian approach uses a prior distributi
analogons to that used in MAP or MDL but provides
a theoretical guarantee agaiost over-fitting independent
of the truth of the prior.
arlier work on PAC-Bayesian algorith

cused on model selction —selecting cither a single con-
copt or a uniformly weighted sct of concepts. H
consider nonuniform model averaging, i.¢., selecting a

bounded loss is als given. weighied mixture o the conceps
Model veraging i cmpisiclly important n cerain
applickions. For example n stakisica langusge mod-

1 INTRODUCTION eing for speech recoguition one “smooths” # trigram
model with a bigrom modelaad amooths (he bigram

A PAC Bayesian approach o mackine g attempts

mor uaigram model. This smoothing 15 os-

o combine e adwatages of boih PAC and Bayecan
i o mhmlcng th cxss enropy bebwesn, sy

approaches 12, 8], The Bayesian a o has th ad test corpus of newspa t
turns out that g in statistical L -
elin turally formulated as model averaging
than' as model sclection. A smoothed language mo
s very largo — it contains a full tigram model, a foll
bigram model and a full unigram model I3
one uses selct the structure

ol slcing modlpramtrs wih o U
litood, the. tructure is much smaler tha that
of & smoothed rigam modl, Furihermore, the i

numberof (mller) s re morels (10
Model averaging can also be applied to decision rees.
A common method of consructng docison tros
first build an overly large tree which over-fits the train-
i way so
‘it the data [11,5]. An
%o pruning is to constrct 4 weighted mix-
b .

of the g ditn. Undos s rprerationof SO,
Do pnabiny (MAP algorithms)areviewsd 338
kind of SRM algorithm. Various approaches to SRM

oy diftent subiroes 5., 41

tures. A weighted mixture which gives too much weight
to models with low prior probability will over-fit the
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Abstract

PAC-Bayesian learning methods combine the.
informative priors of Bayesian methods with

bounded loss is als given.

1 INTRODUCTION

APACBayeian approschtomachin lacingatempts
combine the advantages o and Bayesian

roaches [12, 8. TheBAyumm proch s e 1.

tage that one can prov es for gonoralization
error without assuming the truth of the prior. A PAC-
s of the PAC

a
Tearning oy i d

thus all corporation of domain i

uad yst provides u guarates o genralaaion error

hat I independent of any trath o the

PAC Bayesian approashes ate relaied 10 s

ret this

of the concept oF shode ad the
tosciption length”, or “like

o th taining data. Under i imerpreation o SFM,
B

oo compuze ot sy snd cprtmmtty by
Kearns ot al. in (6. T
i Bavestan and DL 3
experimental settings where the Bayesian assui
fil. A PAC-Bayesian approach uses prior dists
analogons to that used in MAP or MDL but provides
a theoretical guarantee agaiost over-fitting independent
of the truth of the prior.

lex work on PAC-Bayestan algorithms has o
cused on model selction —selecting cither a single con-

mod-
the” a trigram
model with a bigram model and smooths the bigram
model with & vaigram model bin Is os-
sential for minimizing the cross entropy between, say,

first build an overly large tree which over-fits the train-

posteio probabilty (AT slorthm) ar viewed s a
kind of SRM algorithm. Various approaches to SRM

y 50
‘it the data [11,5]. An
pr o construct a weighted mix-
tureof the. of the original over-i tree. 10 is pos-
sible o consiruct aconeisoreprsenation of a weighti

P many di 13.9,4].

tures. A weighted mixture which gives too much weight
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Seminal  paper, that
contains the bound stated
earlier today.

Since then, various bounds
published
tighter,

with less assumptions

(i.i.d, bounded loss),

easier to optimize,
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Catoni's PAC-Bayes bound, 2003
Fix A > 0 and 7. With proba. at least 1 — 6 on S, for any p,
KL(plr) +log} A

Eo-sIR(6)] < EorplRe(6)] + —1 =
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Catoni's PAC-Bayes bound, 2003
Fix A > 0 and 7. With proba. at least 1 — 6 on S, for any p,
KL(plr) +log} A

A 8n’

Egs[R(9)] < EonslRa(0)] +

“De-randomized” PAC-Bayes bound, 2003
@ Fix A\ > 0, 7 and a randomized estimator p.
o Sample 4 ~ p(S).

R(A) < R.(0) +
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Catoni's PAC-Bayes bound, 2003
Fix A > 0 and 7. With proba. at least 1 — 6 on S, for any p,
KL(plr) +log} A

A 8n’

Egs[R(9)] < EonslRa(0)] +

“De-randomized” PAC-Bayes bound, 2003
@ Fix A\ > 0, 7 and a randomized estimator p.
o Sample 4 ~ p(S).

With probability at least 1 — & on (S, §),

log <2 ()-1- (1;+i
8n

R(9) < R,(6) +

B Catoni, O. (2003). A PAC-Bayesian approach to adaptive classification. Preprint LPMA 840. J
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Classical references :

Olivier Catoni

Institute of Mathematical Statistics
LECTURE NOTES-MONOGRAPH SERIES

Statistical Learning Theory
and Stochastic Optimization

3
H
£
]
=
£
8
2
2
v
5
€
<

Pac-Bayesian Supervised
hayesian Supery

of Statistical Learning

Ecole d'Eté de Probabilités
de Saint-Flour XXXI - 2001 2

Editor: ). Picard
spriner v
Connections with information theory Very tight bounds, applications to
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Generalization bounds and PAC-Bayes

PAC-Bayes bounds : introduction Minimization of the PAC-Bayes bound

A zoo of PAC-Bayes bounds

=)

Seeger, M. (2002). PAC-Bayesian generalisation error bounds for Gaussian process classification.

Journal of Machine Learning Research.

Maurer, A. (2004). A note on the PAC-Bayesian theorem. Arxiv preprint arXiv :cs/0411099.

Tolstikhin, I. and Seldin, Y. (2013). PAC-Bayes-empirical-Bernstein inequality. NeurlPS.
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Generalization bounds and PAC-Bayes

PAC-Bayes bounds : introduction Minimization of the PAC-Bayes bound

A zoo of PAC-Bayes bounds

B Seeger, M. (2002). PAC-Bayesian generalisation error bounds for Gaussian process classification.

Journal of Machine Learning Research.

B Maurer, A. (2004). A note on the PAC-Bayesian theorem. Arxiv preprint arXiv :cs/0411099.

B Tolstikhin, I. and Seldin, Y. (2013). PAC-Bayes-empirical-Bernstein inequality. NeurlPS.

Tolstikhin and Seldin's PAC-Bayes bound, 2013

With proba. at least 1 — ¢, for any p,
Eop[R(0)] < Eop[Rn(0)]

KL(pl|) + log 22

+ 1/ 2Eg-.,[Rn(8)] p

KL 1 log 2/
n
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Generalization bounds and PAC-Bayes
Minimization of the PAC-Bayes bound
A zoo of PAC-Bayes bounds

PAC-Bayes bounds : introduction

Consequence : if Eg,[R,(0)] =0,

Eos[R(O)] < Eo. fRAD)]

T log 2/
+ 1/ 2Eq..,, . £
KL + log 240
Lo (pll) + log =% |
n
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Generalization bounds and PAC-Bayes

PAC-Bayes bounds : introduction Minimization of the PAC-Bayes bound

A zoo of PAC-Bayes bounds

Bound in expectation — bound on the weighted majority
vote :

B Germain, P., Lacasse, A., Laviolette, F., Marchand, M. and Roy, J.-F. (2015). Risk bounds for the

majority vote : from a PAC-Bayesian analysis to a learning algorithm Journal of Machine Learning
Research.
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Generalization bounds and PAC-Bayes

PAC-Bayes bounds : introduction Minimization of the PAC-Bayes bound

A zoo of PAC-Bayes bounds

Bound in expectation — bound on the weighted majority
vote :

B Germain, P., Lacasse, A., Laviolette, F., Marchand, M. and Roy, J.-F. (2015). Risk bounds for the

majority vote : from a PAC-Bayesian analysis to a learning algorithm Journal of Machine Learning
Research.

Tight bound that allows to recover all the above, and more :

B Germain, P., Lacasse, A., Laviolette, F. and Marchand, M. (2009). PAC-Bayesian learning of
linear classifiers. ICML.
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Generalization bounds and PAC-Bayes
Minimization of the PAC-Bayes bound
A zoo of PAC-Bayes bounds

PAC-Bayes bounds : introduction

Bound in expectation — bound on the weighted majority
vote :
@ Germain, P., Lacasse, A., Laviolette, F., Marchand, M. and Roy, J.-F. (2015). Risk bounds for the

majority vote : from a PAC-Bayesian analysis to a learning algorithm Journal of Machine Learning
Research.

Tight bound that allows to recover all the above, and more :

@ Germain, P., Lacasse, A., Laviolette, F. and Marchand, M. (2009). PAC-Bayesian learning of
linear classifiers. ICML.

Frangois Laviolette (1962-2021).
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Generalization bounds and PAC-Bayes
Minimization of the PAC-Bayes bound

PAC-Bayes bounds : introduction

A zoo of PAC-Bayes bounds

Tutorials :

ﬁ McAllester, D. (2013). A PAC-Bayesian tutorial with a dropout bound. ArXiv preprint
arXiv :1307.2118.

@ Van Erven, T. (2014). PAC-Bayes mini-tutorial : a continuous union bound. ArXiv preprint
arXiv :1405.1580.

@ Guedj, B. (2019). A primer on PAC-Bayesian learning. ArXiv preprint arXiv :1901.05353.
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Excess risk bounds
Fast rates
Mutual information bounds

PAC-Bayes and Mutual Information bounds

© PAC-Bayes and Mutual Information bounds
@ Excess risk bounds
o Fast rates
@ Mutual information bounds
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Excess risk bounds
Fast rates
Mutual information bounds

PAC-Bayes and Mutual Information bounds

Recap :
@ Data: S = ((X, Y1),...,(Xs, Ya)).
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Recap :
@ Data: S = ((X, Y1),...,(Xs, Ya)).

o Risk : R(0) := Epx,vy-p | £( Y, (X)) |
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Excess risk bounds
Fast rates
Mutual information bounds

PAC-Bayes and Mutual Information bounds

Recap :
@ Data: S = ((X, Y1),...,(Xs, Ya)).

o Risk : R(0) := Epx,vy-p | £( Y, (X)) |
@ Oracle risk : R* = infygco R(6).
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PAC-Bayes and Mutual Information bounds

Recap :
@ Data: S = ((X, Y1),...,(Xs, Ya)).

o Risk : R(0) := Epx,vy-p | £( Y, (X)) |
@ Oracle risk : R* = infyco R(0).
@ Empirical risk : R,(0) = %27:16(\/,-, f};(X,-)).
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Excess risk bounds
Fast rates

PAC-Bayes and Mutual Information bounds Mutual information bounds

Recap :
@ Data: S = ((X, Y1),...,(Xs, Ya)).

o Risk : R(0) := Epx,vy-p | £( Y, (X)) |
@ Oracle risk : R* = infyco R(0).
o Empirical risk : R,(8) = %z,":le(y,-, f;,(X,-)).

“Randomized estimators”

data proba. distribution parameter
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PAC-Bayes and Mutual Information bounds

Recap :
@ Data: S = ((X, Y1),...,(Xs, Ya)).

o Risk : R(0) := Epx,vy-p | £( Y, (X)) |
@ Oracle risk : R* = infyco R(0).
@ Empirical risk : R,(0) = %27:16(\/,-, f};(X,-)).

“Randomized estimators”

data proba. distribution parameter

S — p=p(S) -2 > 0

Today, we study “excess-risk bounds”, that is :

*
Eo5[R(0)] < R*+ ... (rate of convergence).



Excess risk bounds
Fast rates

PAC-Bayes and Mutual Information bounds Mutual information bounds

Catoni's PAC-Bayes bound, 2003

Fix A > 0 and 7. With proba. at least 1 — 6 on S, for any p,
KL(p||r) + log N A

Eo-s[R(0)] < EouplRo(60)] + —1 =
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PAC-Bayes and Mutual Information bounds

Catoni's PAC-Bayes bound, 2003
Fix A > 0 and 7. With proba. at least 1 — 6 on S, for any p,
KL(p|r) +log} A

A 8n’

Eo5[R(0)] < Egp[Rn(0)] +

“De-randomized” PAC-Bayes bound, 2003

@ Fix A > 0, m and a randomized estimator p.
o Sample 0 ~ p(S).

With probability at least 1 — & on (S, §),

log 52(f )+ g5, A

R(0) < R,(6) + +—

8n’

Pierre Alquier, ESSEC Business School PAC-Bayes



Excess risk bounds
Fast rates

PAC-Bayes and Mutual Information bounds Mutual information bounds

Catoni's PAC-Bayes bound in expectation, 2003

@ Fix A > 0, 7 and a randomized estimator /.
KL(p[lr) | A
A * 8n

Es[Eos[RO)]| < Es | EoplRe(6)] +

4
@ Catoni, O. (2003). A PAC-Bayesian approach to adaptive classification. Preprint LPMA 840.
ﬁ Zhang, T. (2006). Information-theoretic upper and lower bounds for statistical estimation IEEE
Transactions on Information Theory. )
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Excess risk bounds

. Fast rates
PAC-Bayes and Mutual Information bounds Mutual information bounds

Catoni's PAC-Bayes bound in expectation, 2003
@ Fix A > 0, 7 and a randomized estimator /.

Es [E9~ﬁ[R(9)]] < Es |Egs[Ra(0)] + w N 8%

v
@ Catoni, O. (2003). A PAC-Bayesian approach to adaptive classification. Preprint LPMA 840.
ﬁ Zhang, T. (2006). Information-theoretic upper and lower bounds for statistical estimation IEEE
Transactions on Information Theory. )

Note : sometimes refered to as “MAC-Bayes" for “Mean
Approximately Correct”...
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PAC-Bayes and Mutual Information bounds Mutual information bounds

Reminder — Gibbs posterior

7y = arg min {E9~p[Rn(9)] +
PEM(O)

A _exp(—=AR,(9))

a(d0) = EﬁNﬂ[exp(—)\Rn(ﬁ)]W(de).
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PAC-Bayes and Mutual Information bounds Mutual information bounds

Reminder — Gibbs posterior

7y = arg min {EeNp[Rn(e)] +
PEM(O)

A _exp(—=AR,(9))

a(d0) = EﬁNw[exp(—)\Rn(ﬁ)]W(de).

Consequence of PAC-Bayes bound in expectation :

Es [EQNﬁA[R(e)]} < Es | Egos, [Ra(6)] +

A 8n

KL(#llr) A]

B [Ro(0)] + ST A]

= Eginf
Slr; A 8n

<infE
_”; o A 8n

Pierre Alquier, ESSEC Business School PAC-Bayes

Eo[Rn(8)] + KL(pl) + /\] )
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Fast rates
Mutual information bounds

PAC-Bayes and Mutual Information bounds

KL A
(plim) , A

ES [EgNﬁA[R(Q)]] < ir;)fES Il“—-ﬂp['l'_‘)n(e)] + Y 8n
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PAC-Bayes and Mutual Information bounds

KL A
(plim) , A

Es [EQN@[R(H)]] < infEs [IEJ,,[R,,(G)]+ . =

EsE,[Ra(0)] = E,[EsRn(8)] (Fubini-Tonelli)
= E,[R(6)]-
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Excess risk bounds
Fast rates

PAC-Bayes and Mutual Information bounds Mutual information bounds

Es [E9~ﬁA[R(9)1] < inf Es [Ep[Rn(9)] + w + 8—’\,7] .

EsE,[Ra(6)] = E,[EsRa(6)] (Fubini-Tonelli)
= E,[R(0)].

Catoni's PAC-Bayes oracle bound, 2003

@ Fix A >0, m, and let &, be the Gibbs posterior.

Es [IEQN@[R(G)]] < inf KL{pllm) i]

E¢-olR
< inf o (RO +

A 8n|’
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Excess risk bounds
Fast rates

PAC-Bayes and Mutual Information bounds Mutual information bounds

Es [Eewﬁ-)\[R(e)]] < inflEs [E,,[Rn(ﬁ)] L KLlolm) | A ]

A 8n|’

EsE,[Ra(6)] = E,[EsRa(6)] (Fubini-Tonelli)
= E,[R(0)].

Catoni's PAC-Bayes oracle bound, 2003

@ Fix A >0, m, and let &, be the Gibbs posterior.

Es [E9~fr/\[R(9)]] < inf |Ep,[R(6)] + KL(pl|7) + i]

= peM(O) A 8n|

@ In this result, we use 7 as our randomized estimator.

Pierre Alquier, ESSEC Business School PAC-Bayes
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PAC-Bayes and Mutual Information bounds

Es [EQN@[R(Q)]] < ir/])flEg [EP[R,,(Q)] + KL(plIr) + )‘]

A 8n|’

EsE,[Ra(0)] = E,[EsRn(8)] (Fubini-Tonelli)
= E,[R(6)]-

Catoni's PAC-Bayes oracle bound, 2003

@ Fix A >0, m, and let &, be the Gibbs posterior.

Es [E9~fr/\[R(9)]] < inf |Ep,[R(6)] + KL(pl|7) + i]

= peM(O) A 8n|

@ In this result, we use 7, as our randomized estimator.
@ But to explicit the right-hand side, we can substitute
anything to p in the infimum...

Pierre Alquier, ESSEC Business School PAC-Bayes



Excess risk bounds
Fast rates
Mutual information bounds

PAC-Bayes and Mutual Information bounds

[llustration
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PAC-Bayes and Mutual Information bounds

lllustration :
G @ 7 uniform on © = B,4(0, C)

@ p uniform on By(0*, €) where
R(0*) = R*.
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PAC-Bayes and Mutual Information bounds

lllustration :
G @ 7 uniform on © = B,4(0, C)

@ p uniform on By(0*, €) where
R(0*) = R*.

C
KL(p||7) = dlog —.
€
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PAC-Bayes and Mutual Information bounds

llustration :
G @ 7 uniform on © = B,4(0, C)
@ p uniform on By(0*, €) where
R(0*) = R*.

C
KL(p||7) = dlog —.
€
Assume 6 — ((y, fy(x)) is L-Lipschitz around #*, that is :

|60y, fo(x)) = £y fo (x))| < LJ|6 = 67].
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PAC-Bayes and Mutual Information bounds

llustration :
G @ 7 uniform on © = B,4(0, C)
@ p uniform on By(0*, €) where
R(0*) = R*.

KL(p||7) = dlog %
Assume 0 — {(y, fy(x)) is L-Lipschitz around 6*, that is :
|60y, fo(x)) = £y fo (x))| < LJ|6 = 67].
By taking expectations :

R(6) — R* = R(A) — R(6%) < L||6 — 67|
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PAC-Bayes and Mutual Information bounds

llustration :
G @ 7 uniform on © = B,4(0, C)
@ p uniform on By(0*, €) where
R(0*) = R*.

KL(p||7) = dlog %
Assume 0 — {(y, fy(x)) is L-Lipschitz around 6*, that is :
|60y, fo(x)) — £y, fo- (x))| < L[|6 = 67]].
By taking expectations :
R(0) — R* = R(9) — R(6") < L||0 — 67||.

Thus By, [R(6)] < R* + Le.

Pierre Alquier, ESSEC Business School PAC-Bayes
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PAC-Bayes and Mutual Information bounds

dlog€ )
Es [EGN%A[R(G)]] < mf R* 4+ e+ )\g € 4+ o

Pierre Alquier, ESSEC Business School PAC-Bayes



Excess risk bounds
Fast rates
Mutual information bounds

PAC-Bayes and Mutual Information bounds

LN (e)
>

dlog
A 8n|’

Es [EQNﬁA[R(e)]] <inf|R*+ e+

The bound is exactly minimized for ¢ = d /) :

d C\ A
Es [EQNﬁ,\[R(G)]] < R"+ X (1 + log 7) + P

Pierre Alquier, ESSEC Business School PAC-Bayes
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Fast rates
Mutual information bounds

PAC-Bayes and Mutual Information bounds

dlog& )
g6+

R* — 1.
et A 8n

Es [Eor, [RO)]| < inf

The bound is exactly minimized for ¢ = d /) :

d CA A
Es [EQNﬁ,\[R(e)]] <R*+ X (1 + log 7) + g

In this case, we can calibrate the Gibbs posterior with

A = \/n/d which leads to

Es [Eos, [RO)]] <R+ 0 (ﬁ log§> .

Pierre Alquier, ESSEC Business School PAC-Bayes
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Fast rates

PAC-Bayes and Mutual Information bounds Mutual information bounds

Reminder : Catoni's PAC-Bayes oracle bound

Es[Eon RO < inf_ [Eq [RO)]+ w + % |

T peEM(O)

Recap on the previous example :
@ 7 uniform on By(0, C),
@ p uniform on By(6*,€),
@ L-Lipschitz loss function.
= Eo,[R(8)] < R* + Le.

Pierre Alquier, ESSEC Business School PAC-Bayes
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PAC-Bayes and Mutual Information bounds Mutual information bounds

Reminder : Catoni's PAC-Bayes oracle bound

Es[Eon RO < inf_ [Eq [RO)]+ w + % |

T peEM(O)

Recap on the previous example :
@ 7 uniform on B,(0, C),
@ p uniform on By(6*,€),
@ L-Lipschitz loss function.
= Eo,[R(8)] < R* + Le.
More generally, we can consider in the PAC-Bayes oracle

bound :
p = ms = restriction of w to {0 : R(§) < R* + ¢}.
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PAC-Bayes and Mutual Information bounds Mutual information bounds

p = ms := restriction of 7w to {6 : R(#) < R* +4}.

A

>0

Pierre Alquier, ESSEC Business School PAC-Bayes
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PAC-Bayes and Mutual Information bounds Mutual information bounds

. KL(7s||m A

Es [Bony RO)] <inf [ Bgr, [R() + 0207 1 2
log ~rRm=RT | A
_I_ -
8n

< inf|R*+6+
6>0

Pierre Alquier, ESSEC Business School PAC-Bayes
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PAC-Bayes and Mutual Information bounds

s [Egus, [RO)]] <inf [EM[R(G)] ¢ KLl ;]

1
log —rarREZRTo7 +i

R*+6
tot A 8n

< inf
6>0

—_

In the previous example,

! < dlog <
0RO <R +o} =B

and we obtained a bound in /d/nlog(n/d).

log

Pierre Alquier, ESSEC Business School PAC-Bayes
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PAC-Bayes and Mutual Information bounds

Es |:}E0~7’1\’>\[R(9)]:| <inf [IEQNM[R(Q)] + KL(rsl|m) + A]

A 8n

R*+46+

< inf
6>0

1
log —rarREZRTo7 n A
A 8n|’
In the previous example,
1
<
m{0:R(O) < R*+0} —

and we obtained a bound in /d/nlog(n/d).

C
dlog —
og(s

log

Definition : the prior mass condition is satisfied if there are
C, D > 0 such that, for any 6 > 0 small enough,

! < Dlo E
0 RO <R 1o} = 8%

Pierre Alquier, ESSEC Business School PAC-Bayes

log
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Fast rates

PAC-Bayes and Mutual Information bounds Mutual information bounds

Theorem - excess risk bound
@ Assume the prior mass condition with C, D > 0.
@ Fix A\ = \/n/Dlog(D/n), and let 7, be the Gibbs
posterior.

n

Es [EgNﬁA[R(H)]] <R 1O \/g log 7

Pierre Alquier, ESSEC Business School PAC-Bayes
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© PAC-Bayes and Mutual Information bounds
@ Excess risk bounds
o Fast rates
@ Mutual information bounds
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Reminder — Tolstikhin and Seldin’'s PAC-Bayes bound, 2013

With proba. at least 1 — 4, for any p,
Eop[R(0)] < Eonp[Rn(0)]

KL(p|r) + log 277
n

KL(p|r) + log 277
n

+ \/QEQN,)[R,,(H)]

+2

Pierre Alquier, ESSEC Business School PAC-Bayes
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Reminder — Tolstikhin and Seldin’'s PAC-Bayes bound, 2013
With proba. at least 1 — 4, for any p,

E,gwp[R(e)] S E@wp[Rn(e)]

KL(p|r) + log 277
n

KL(p|r) + log 277
n

+ \/QEQNP[R,,(Q)]

+2

V.

— if there is a perfect predictor 6*, R,(6*) = R(0*) = 0, then
using the previous approach (prior mass condition) :

. D n
Eon[R(0)] <. /fo 40 (F log 5) -
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Excess risk bounds
Fast rates

PAC-Bayes and Mutual Information bounds Mutual information bounds

Reminder — Tolstikhin and Seldin’'s PAC-Bayes bound, 2013
With proba. at least 1 — 4, for any p,

E,gwp[R(e)] S E@wp[Rn(e)]

KL(p|r) + log 277
n

KL(p|r) + log 277
n

+ \/QEQNP[R,,(Q)]

+2

V.

— if there is a perfect predictor 6*, R,(6*) = R(0*) = 0, then
using the previous approach (prior mass condition) :

. D n
Eon[R(0)] <. /fo 40 (F log 5) -
This can happen beyond the case R,(0*) = R(0*) = 0!
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Example 1 : classification, £(y, f5(x)) = 1,24,(x)-
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PAC-Bayes and Mutual Information bounds

Example 1 : classification, £(y, f5(x)) = 1,24,(x)-

Recall :
o n(x)=P(Y =1|X =x),

o the “Bayes classifier” f*(x) = 1,0>1/2.
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PAC-Bayes and Mutual Information bounds

Example 1 : classification, £(y, f5(x)) = 1,24,(x)-

Recall :
o n(x)=P(Y =1|X =x),

o the “Bayes classifier” f*(x) = 1,0>1/2.

Mammen and Tsybakov margin assumption :
o P(|n(X)—1/2| < 1) =0 for some small enough 7 > 0.
@ there is 6* such that f* = fy-.

@ Mammen, E. and Tsybakov, A. B. (1999). Smooth discrimination analysis. The Annals of
Statistics.

Tsybakov, A. B. (2003). Optimal rates of aggregation. COLT.
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Example 1 : classification, £(y, f5(x)) = 1,24,(x)-

Recall :
o n(x)=P(Y =1|X =x),

o the “Bayes classifier” f*(x) = 1,0>1/2.

Mammen and Tsybakov margin assumption :
o P(|n(X)—1/2| < 1) =0 for some small enough 7 > 0.
@ there is 6* such that f* = fy-.

@ Mammen, E. and Tsybakov, A. B. (1999). Smooth discrimination analysis. The Annals of
Statistics.

Tsybakov, A. B. (2003). Optimal rates of aggregation. COLT.

Under the margin assumption, they prove fast rates in % for
various predictors.

Pierre Alquier, ESSEC Business School PAC-Bayes
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PAC-Bayes and Mutual Information bounds

P(|n(X) —1/2| < 7) = 0 for some small enough 7 > 0.

>

n(x)=P(Y=1|X=x)

1/‘/\,,\/ ’\/\,
~_)

> X
0

Pierre Alquier, ESSEC Business School PAC-Bayes
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Example 2 : “strongly convex, Lipschitz loss”.
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Example 2 : “strongly convex, Lipschitz loss”.

For short, put g(0) = g« (0) = {(y, fa(x)).
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PAC-Bayes and Mutual Information bounds

Example 2 : “strongly convex, Lipschitz loss”.

For short, put g(0) = g« (0) = {(y, fa(x)).
Assume there are L, o > 0 such that, for any x, y, there is a
3(+,+) = 0x,y(+, ) > 0 with

- - > _
V0, g ) (9,«9 ),

and g(0) — g(0%) < Lo(0,0").

Pierre Alquier, ESSEC Business School PAC-Bayes
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Example 2 : “strongly convex, Lipschitz loss”.

For short, put g(0) = g« (0) = {(y, fa(x)).
Assume there are L, o > 0 such that, for any x, y, there is a
3(+,+) = 0x,y(+, ) > 0 with

- - > _
V0, g ) (9,«9 ),

and g(0) — g(0%) < Lo(0,0").

@ Bartlett, P. L., Jordan, M. I. and McAuliffe, J. D. (2003). Convexity, classification, and risk J

bounds. Journal of the American Statistical Association.

— fast rates also in this case.

Pierre Alquier, ESSEC Business School PAC-Bayes
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Definition — Bernstein condition

Bernstein condition is satisfied with constant K if

E[ (Y, 6(X)) = €Y £-(X))’]
< KE[(Y, (X)) = (Y, :(X))| .

~ /

=R(0)—R*

Mammen & Tsybakov margin assumption

\

Bernstein condition ————> fast rates

_——

Bartlett et al. convexity condition

Pierre Alquier, ESSEC Business School PAC-Bayes
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PAC-Bayes and Mutual Information bounds

Intuition : for a fixed § € © we have

E[(Rn(G)R(G))] m(ijg (i, (X )
1

= LS V(v ().
i=1

=:v(0)
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Intuition : for a fixed § € © we have

E[(Rn(H)R(G))] Var< Zf (i, fa(X )

= LS V(v ().
i=1

By Jensen,
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Intuition : for a fixed § € © we have

E[(Rn(H)R(G))] Var< Zf (i, fa(X )

= LS V(v ().
i=1

By Jensen,

If 6 and 0’ have the same empirical risk R,(0) = R,(6), their risks
might differ by 1//n! J

Pierre Alquier, ESSEC Business School PAC-Bayes
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E [(Rn(e) — Ra(07) = (R(6) — R*))Z]
~ Var (iznj[(y,,fe( D) — (Y,-,@*(Xi))D
i=1

ZZVM( Vis (X)) — Y7, - (X0)))

< %E[(E(Y, f(X)) = (Y, (X))

K
< F[R(H) — R*]  (using Bernstein condition).
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| (R0) ~ Ral0") ~ (R(O) ~ ")

= Var (iZ[(YI,fé’( i) — (Yhfe*(Xi))}>

i=1
ZZVM( Vis (X)) — Y7, - (X0)))

< %E[(E(Y, f(X)) = (Y, (X))

< g[R(ﬁ) — R*]  (using Bernstein condition).
If @ and 6* have the same empirical risk R,(0) = R,(6%),

(R(e) - R*>2 < %[R(G) — R = R() - R* <

Sk

Pierre Alquier, ESSEC Business School PAC-Bayes
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PAC-Bayes oracle inequality under Bernstein condition

@ Assume Bernstein condition is satisfied with constant K.
Put A = n/ max(2K,1),
Es |Eos, [R(O)] - R']

max(2K, 1)KL(p||7)
n

<2 inf |Eg,[R(0)]—R"
<2 inf [Eon[RO) ~ R+
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PAC-Bayes oracle inequality under Bernstein condition

@ Assume Bernstein condition is satisfied with constant K.
Put A = n/ max(2K,1),

Es [Eewfu [R(0)] — R*}

e Eop[R(0)] = R* +

max(2K, 1)KL(,0||7T)] .

inf
pPEM(O) n

@ Assume moreover the prior mass condition with C, D > 0.

2max(2K,1)D (eCn)
p log .

Es [Eo-s, [RO) - R'] < <

Pierre Alquier, ESSEC Business School PAC-Bayes
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Reminder — Bernstein condition

]E[(E(Y, fo(X)) = (Y, fye (X)))Z]
< KE[(Y, (X)) - (Y, f:(X)]

(. /

=R(0)—R*

Mammen & Tsybakov margin assumption

\

Bernstein condition ————> fast rates

_—

Bartlett et al. convexity condition
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PAC-Bayes and Mutual Information bounds

E[ (LY, (X)) = (Y fy- (X))?]
= E|[((Y, (X)) = (Y, f- (X)) [0V f5(X)) = £V, i (X))

<1

<E Y, H(X)) — (Y, - (X)) B[00V, (X)) = LY, £+ (X))|.
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Mutual information bounds

E[ (Y, 6(0) = 4V, f:(X))’]
= E| [0, (X)) = (Y, - (X)) [V, (X)) = €Y (X))
<1
< B[ 60V, (X)) = (Y for (XD | £E [0V, 5(X)) = €Y - (X))

If we assume that there is a “uniformly best” 6%, that is, with
probability 1 on (X, Y),

(Y £ (X)) < UY, (X))

then we obtain
E| (Y. (X)) = (Y £-(X)))’]
< E[(E(Y, £(X)) — (Y, @*(X)))} — R(§) — R*.
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PAC-Bayes and Mutual Information bounds

E[ (Y, 6(0) = 4V, f:(X))’]
= E| [0, (X)) = (Y, - (X)) [V, (X)) = €Y (X))
<1
< B[ 60V, (X)) = (Y for (XD | £E [0V, 5(X)) = €Y - (X))

If we assume that there is a “uniformly best” 6%, that is, with
probability 1 on (X, Y),

(Y £ (X)) < UY, (X))

then we obtain
E| (Y. (X)) = (Y £-(X)))’]
< E[(E(Y, £(X)) — (Y, @*(X)))} — R(§) — R*.

This is the case if R* =0 = ((Y, f-(X)) = 0 with proba. 1.
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Reminder — Bernstein condition

E[(e(y, £(X)) — (Y, fg*(X)))z] < K[R(6) — R].

Mammen & Tsybakov margin assumption

R* = 0 == uniformly best §* =—————————= Bernstein condition =—————= fast rates

Bartlett et al. convexity condition

Pierre Alquier, ESSEC Business School PAC-Bayes
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Mehta, N., Reid, M. and
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Example : linear regression with quadratic loss,
fo(x) = (0, )

Uy, fo(x)) = (v — (0, x))*.
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PAC-Bayes and Mutual Information bounds

Example : linear regression with quadratic loss,
fo(x) = (0, )

_ 2
Uy, fo(x)) = (v = {6, x))".
@ We have to impose boundedness conditions on ) C R and X,© C RY to get
0<¢<1.
@ We can check Bartlett et al condition with §(0,6*) = | (x,0 — 6*) |.
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Example : linear regression with quadratic loss,
fo(x) = (0, )

Uy, fo(x)) = (v — (0, x))*.

@ We have to impose boundedness conditions on ) C R and X,© C RY to get
0<¢<1.

@ We can check Bartlett et al condition with §(0,6*) = | (x,0 — 6*) |.

Es [ngh[R(e)]} <R +0 <% log g) .
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Example : linear regression with quadratic loss,
fo(x) = (0, )

_ 2
Uy, fo(x)) = (v = {6, x))".
@ We have to impose boundedness conditions on ) C R and X,© C RY to get
0<¢<1.
@ We can check Bartlett et al condition with §(0,6*) = | (x,0 — 6*) |.

n

d
Es [EQN,A,A[R(Q)]} <R +0 (= log—

@ Note that it is actually possible to get rid of some boundedness conditions, as
well as to get rid of the log terms.

@ Catoni, O. (2004). Statistical learning theory and Stochastic optimization. Saint-Flour summer
school on Probability Theory, Springer Lecture Notes in Mathematics.
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Example : high-dimensional sparse linear regression with
quadratic loss. That is, d > n but 6* has dy < d non-zero
components.
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Example : high-dimensional sparse linear regression with
quadratic loss. That is, d > n but 6* has dy < d non-zero
components.

@ Sparsity inducing prior : under T,

0.4 = 0 with probability p,
I\ ~Ul|a, b] with probability 1 — p.
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PAC-Bayes and Mutual Information bounds

Example : high-dimensional sparse linear regression with
quadratic loss. That is, d > n but 6* has dy < d non-zero
components.

@ Sparsity inducing prior : under T,

= 0 with probability p,

U\ ~ U|a, b] with probability 1 — p.

. do
Es [ngh [R(e)]] <R+ 0 Liog(d)
n
v
B Dalalyan, A. and Tsybakov, A. B. (2008). Aggregation by exponential weighting, sharp
PAC-Bayesian bounds and sparsity. Machine Learning.
@ Alquier, P. and Lounici, K. (2011). PAC-Bayesian bounds for sparse regression estimation with
exponential weights. Electronic Journal of Statistics. )

Pierre Alquier, ESSEC Business School PAC-Bayes
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More examples :
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PAC-Bayes and Mutual Information bounds

More examples :
@ low-rank tensor estimation

@ Suzuki, T. (2015). Convergence rate of Bayesian tensor estimator and its minimax optimality. J
ICML.
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More examples :
@ low-rank tensor estimation

@ Suzuki, T. (2015). Convergence rate of Bayesian tensor estimator and its minimax optimality. J
ICML.

@ deep learning :

ﬁ Chérief-Abdellatif, B.-E. (2020). Convergence Rates of Variational Inference in Sparse Deep
Learning. ICML.

ﬁ Steffen, M. F. and Trabs, M. (2022). PAC-Bayes training for neural networks : sparsity and
uncertainty quantification. ArXiv preprint arXiv :2204.12392.

Pierre Alquier, ESSEC Business School PAC-Bayes
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More examples :
@ low-rank tensor estimation

@ Suzuki, T. (2015). Convergence rate of Bayesian tensor estimator and its minimax optimality. J
ICML.

@ deep learning :

@ Chérief-Abdellatif, B.-E. (2020). Convergence Rates of Variational Inference in Sparse Deep
Learning. ICML.

@ Steffen, M. F. and Trabs, M. (2022). PAC-Bayes training for neural networks : sparsity and
uncertainty quantification. ArXiv preprint arXiv :2204.12392.

@ quantum tomography (reconstructing the quantum state
of a system from measurements)

B Mai, T. T. and Alquier, P. (2017). Pseudo-Bayesian quantum tomography with rank-adaptation.
Journal of Statistical Planning and Inference.

o
Pierre Alquier, ESSEC Business School PAC-Bayes
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(General) Bernstein condition
For K > 0 and v € [0, 1],

E[(z(v, £(X)) — (Y, fg*(X))ﬂ < K[R(6) — R']".

@ So far, we studied v = 1.
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(General) Bernstein condition
For K > 0 and v € [0, 1],

E[(z(v, £(X)) — (Y, fg*(X))ﬂ < K[R(6) — R']".

@ So far, we studied v = 1.
@ Always satisfied for v = 0 (bounded loss).
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(General) Bernstein condition
For K > 0 and v € [0, 1],

E[(z(v, £(X)) — (Y, fg*(X)))z} < K[R(6) — R']".

@ So far, we studied v = 1.
@ Always satisfied for v = 0 (bounded loss).
@ In the general case,

Es|Egs [R(6)] — R*} <0 ((Z) ” log g) .
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(General) Bernstein condition
For K > 0 and v € [0, 1],

E[(z(v, £(X)) — (Y, fg*(X)))z} < K[R(6) — R']".

@ So far, we studied v = 1.
@ Always satisfied for v = 0 (bounded loss).
@ In the general case,

Es|Egz, [R(0)] - R*} <0 ((Z) ” log g) .

@ Mammen and Tsybakov proved a sufficient margin
condition for 0 <y < 1:

P(ln(X) —1/2| <7) = O (T*) for 7 — 0.
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© PAC-Bayes and Mutual Information bounds
@ Excess risk bounds
o Fast rates
@ Mutual information bounds

Pierre Alquier, ESSEC Business School PAC-Bayes
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Reminder — Catoni's PAC-Bayes bound, 2003

Fix A > 0 and 7. With proba. at least 1 — 6 on S, for any
randomized estimator p,

KL(p|}r) + log
A 8n’

Sl
>

Eos[R(0)] < Egs[Rn(0)] +

Pierre Alquier, ESSEC Business School PAC-Bayes
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Reminder — Catoni's PAC-Bayes bound, 2003

Fix A > 0 and 7. With proba. at least 1 — 6 on S, for any
randomized estimator p,

KL(p||lm) +log 5 = A
Eos[R(8)] < Eop[Ra(9)] + N o | &

For A\ and 7 are fixed, this motivated the introduction of the
Gibbs posterior p = 7, that minimizes the r.h.s.
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Reminder — Catoni's PAC-Bayes bound, 2003

Fix A > 0 and 7. With proba. at least 1 — 6 on S, for any
randomized estimator p,

KL(p||lm) +log 5 = A
Egs[R(0)] < Egp[Rn(0)] + - L

For A and 7 are fixed, this motivated the introduction of the
Gibbs posterior p = 7, that minimizes the r.h.s. Then, we
applied the bound in expectation to derive rates of
convergence :

KL(allm) | A

]Ee""ﬁ'k [Rn(g)] + )\ 8’7 :

Eg [EQN;TA[R(H)]] < Es
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Reminder — Catoni's PAC-Bayes bound, 2003

Fix A > 0 and 7. With proba. at least 1 — 6 on S, for any
randomized estimator p,

KL(p||lm) +log 5 = A
Egs[R(0)] < Egp[Rn(0)] + - L

For A and 7 are fixed, this motivated the introduction of the
Gibbs posterior p = 7, that minimizes the r.h.s. Then, we
applied the bound in expectation to derive rates of
convergence :

KL(allm) | A

]Ee""ﬁk [Rn(g)] + )\ 8’7 :

Eg [EQM}A[R(H)]] < Es

But... why did we keep the same \ and 77

Pierre Alquier, ESSEC Business School PAC-Bayes
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PAC-Bayes bound in expectation — v2.0

@ Fix A > 0, I and the randomized estimator p (for
example p = 7).
KL | A

Es [E(,Nﬁ[R(e)]} < Es | EonplRa(0)] + ——— + o~

.

Pierre Alquier, ESSEC Business School PAC-Bayes
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PAC-Bayes bound in expectation — v2.0

@ Fix A > 0, I and the randomized estimator p (for
example p = 7).

PAC-Bayes and Mutual Information bounds

B [Eans RO < Bs | BanslRo(6)] + 201 + 22,
Thus, J

Es | gy R(0)]]

- et + g g R .

Pierre Alquier, ESSEC Business School PAC-Bayes
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o KL(OIM) A
Bs Bl +ioh o o5 | A~

the infimum is reached, as shown by :

@ Catoni, O. (2007). PAC-Bayesian supervised learning : the thermodynamics of statistical learning.

IMS lecture notes — monograph series. J
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: : KL(p|IM) A
~plRn f — =
Es [Ee IR (9)]] * /'\Tf) I'Ielx\rll(@)]ES A + 8n
the infimum is reached, as shown by :

@ Catoni, O. (2007). PAC-Bayesian supervised learning : the thermodynamics of statistical learning.

IMS lecture notes — monograph series.

4

EsKL(A[M) = EsKL(p[[Esp) + KL(EsA[M) .
—_——

=0 if N=Egp

Pierre Alquier, ESSEC Business School PAC-Bayes



Excess risk bounds
Fast rates
Mutual information bounds

PAC-Bayes and Mutual Information bounds

Es [ngﬁ[Rn(e)]] +inf inf Eg

A>0TMeM(O)

KL(p|Mm) A
A +8n ’

the infimum is reached, as shown by :

@ Catoni, O. (2007). PAC-Bayesian supervised learning : the thermodynamics of statistical learning.

IMS lecture notes — monograph series.

4

EsKL(A[M) = EsKL(p[[Esp) + KL(EsA[M) .
—_——

=0 if N=Egp

o Esp € M(©) defined by [Esp](E) = Es[p(E)].
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Es [Fo-slFolO)] + 06 o B

KL | A
A * 8n|’
the infimum is reached, as shown by :

@ Catoni, O. (2007). PAC-Bayesian supervised learning : the thermodynamics of statistical learning.

IMS lecture notes — monograph series.

EsKL(A[M) = EsKL(p[[Esp) + KL(EsA[M) .
—_——

=0 if N=Egp

o Esp € M(©) defined by [Esp](E) = Es[p(E)].
@ the first term in the r.h.s. has a nice interpretation...

Pierre Alquier, ESSEC Business School PAC-Bayes
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Let (U, V) ~ P. Let Py and P\ denote their marginals.
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PAC-Bayes and Mutual Information bounds

Let (U, V) ~ P. Let Py and Py denote their marginals. If U
and V were independent, P = Py ® Py.
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Let (U, V) ~ P. Let Py and Py denote their marginals. If U
and V were independent, P = Py ® Py.

PAC-Bayes and Mutual Information bounds

Mutual information between two random variables

I(U, V) := KL(P||Py ® Py).
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Let (U, V) ~ P. Let Py and Py denote their marginals. If U
and V were independent, P = Py ® Py.

Mutual information between two random variables

I(U, V) := KL(P||Py ® Py).

Note : Z(U, V) depends on the distribution P of (U, V), not on (U, V). This is

confusing... remember that E(U) is not a function of U

Pierre Alquier, ESSEC Business School PAC-Bayes



Excess risk bounds
Fast rates

PAC-Bayes and Mutual Information bounds Mutual information bounds

Let (U, V) ~ P. Let Py and Py denote their marginals. If U
and V were independent, P = Py ® Py.

Mutual information between two random variables

I(U, V) := KL(P||Py ® Py).

Note : Z(U, V) depends on the distribution P of (U, V), not on (U, V). This is

confusing... remember that E(U) is not a function of U

Proposition

I(U, V) = Ey|KL(Pyul|Pv)|.
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Let (U, V) ~ P. Let Py and Py denote their marginals. If U
and V were independent, P = Py ® Py.

Mutual information between two random variables

I(U, V) := KL(P||Py ® Py).

Note : Z(U, V) depends on the distribution P of (U, V), not on (U, V). This is

confusing... remember that E(U) is not a function of U

Proposition

I(U, V) = Ey|KL(Pyul|Pv)|.

Thus,
EsKL(p[|M) = ESKL(IOHESP)+KL(E$PHH)

—7(0,5) =0 if N=Eg

Pierre Alquier, ESSEC Business School PAC-Bayes
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Es B [R(9)]

<5 ]

KL(p[M) | A
A + 8n

sl thon] g [424 2].

7(0,8) +A]
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Es B [RO)]

KL(p|m) | A
A + 8n

<5 R0 ],

7(0,8) +A]

= Bs [Eewﬁ[R"(e)]} T AT Tanl

Mutual information bound
7(0,S)

Es [EeNﬁ[R(e)]} < Es [anﬁ[Rn(e)]} V3,

ﬁ Russo, D. and Zou, J. (2019). How much does your data exploration overfit ? controlling bias via

information usage. IEEE Transactions on Information Theory. y

PAC-Bayes
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PAC-Bayes and Mutual Information bounds

7(0,S
Bs [Eo-s RO < Es [BouilRiO)] + /5
(0, 5) = EsKL(p|[Es p) < EKL(7l|r)
MI : PAC-Bayes :
7(0,S) EsKL(p||7)
2n 2n
.C.atoni 8
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Let us illustrate the improvements of MI over PAC-Bayes on a
simple example :

@ finite parameter set © = {61,...,0y}.

@ p = 0, the point mass on the ERM 0.
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PAC-Bayes and Mutual Information bounds

Let us illustrate the improvements of MI over PAC-Bayes on a
simple example :

@ finite parameter set © = {61,...,0y}.

@ p = 0, the point mass on the ERM 0.

7(0,8)

Es[R(0)] < Es[Ry(D)] + 1/ =
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PAC-Bayes and Mutual Information bounds

Let us illustrate the improvements of MI over PAC-Bayes on a
simple example :

@ finite parameter set © = {61,...,0y}.

@ p = 0, the point mass on the ERM 0.

EelR()] < Es(R,0)] + | 205, J

Es[Ry(0)] = Es[inf Ro(0)] < inf Es[R,(6)] = inf R(6) = R"
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PAC-Bayes and Mutual Information bounds

Let us illustrate the improvements of MI over PAC-Bayes on a
simple example :

@ finite parameter set © = {61,...,0y}.

@ p = 0, the point mass on the ERM 0.

EelR()] < Es(R,0)] + | 205, J

Es[Ry(0)] = Es[inf Ro(0)] < inf Es[R,(6)] = inf R(6) = R"

MI bound for the ERM

7(0,8)

Es[R(0)] < R* + o

Pierre Alquier, ESSEC Business School PAC-Bayes
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Reminder — MI bound for the ERM

Es[R(A)] < R* +
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Reminder — MI bound for the ERM

7(0,8)

Es[R(A)] < R* + T

PAC-Bayes : let 7 be uniform on ©,

7(8,S) < EsKL(;
= log(M).

)
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Reminder — MI bound for the ERM

7(0,8)
2n

Es[R(A)] < R* +

PAC-Bayes : let 7 be uniform on ©,

7(8,S) < EsKL(;
= log(M).

)

Es[R(f)] < R + |og2(,:\4 ). J
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Reminder — MI bound for the ERM

7(4,S)
2n

Es[R(D)] < R* +
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Reminder — MI bound for the ERM

7(4,S)
2n

Es[R(D)] < R* +

Catoni : m(0) = Z;’;’g&ffg)(e)) where A(0) = R(0) —

7(0,8) <

™) =Es |aA(f) +log > _ exp(—aA(6))

0cO
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Reminder — MI bound for the ERM

7(6,8)

Es[R(D)] < R* + o

Catoni : m(0) = Zee’z;’ix;fg&)(e)) where A(0) = R(0) —
S

7(0,8) <

7) =Es |aA(0) —|—IogZexp( alA(6))

0cO

Put ¢ =log) ,.oexp(—aA(f)), we obtain the inequation :

A aEs[A()] + ¢
ES[A(Q)]S\/ S o : J
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QESIAD] +¢

Es[A(9)] < o
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¢ = log Y exp(—aA(9)) < log(M)

(=log|l+ Z exp(—aA(0))

040

< Mexp (—a min A(G)) :
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¢ = log Y exp(—aA(9)) < log(M)

bco
C=log|l+ Z exp(—aA(f))| < Mexp (—a gr;ieg A(G)) :
040
Take o = 2/n.
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Recap : Ml bound for the ERM on a finite ©

Assume © = {61,...,0n} and put A = ming,e-[R(0) — R*].
Then

I+ min[Mexp(—A\/ﬂ)Jog(M)} 1

2n 2n’

Es[R(A)] < R* +

y
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Starting from the PAC-Bayes bound in expectation, we can
combine the improvements due to Bernstein assumption to the
optimization with respect to the prior.
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Starting from the PAC-Bayes bound in expectation, we can
combine the improvements due to Bernstein assumption to the
optimization with respect to the prior.

MI bound with Bernstein condition

@ Assume Bernstein condition is satisfied with constant K.
Fix A = n/ max(2K, 1), and p, then

EsEop[R(0) — R*]

N max(2K,1)Z(6,S)

< 2EsEg5[Ra(0) — RY] -
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A recent survey/tutorials that covers Ml bounds in depth, and
their relation to PAC-Bayes bounds :

B Hellstrém, F., Durisi, G., Guedj, B. and Raginsky, M. (2023). Generalization bounds :
Perspectives from information theory and PAC-Bayes. Arxiv preprint arXiv :2309.04381.
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Review of topics not covered in these slides. )
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Review of topics not covered in these slides. )

Unbounded losses :

ﬁ Haddouche, M. and Guedj, B. (2023). PAC-Bayes Generalisation Bounds for Heavy-Tailed Losses
through Supermartingales. Transactions on Machine Learning Research.
@ Rodriguez-Galvez, B., Thobaben, R. and Skoglund, M. (2023). More PAC-Bayes bounds : From

bounded losses, to losses with general tail behaviors, to anytime-validity. ArXiv preprint
arXiv :2306.12214
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Review of topics not covered in these slides. )

Unbounded losses :

ﬁ Haddouche, M. and Guedj, B. (2023). PAC-Bayes Generalisation Bounds for Heavy-Tailed Losses
through Supermartingales. Transactions on Machine Learning Research.

@ Rodriguez-Galvez, B., Thobaben, R. and Skoglund, M. (2023). More PAC-Bayes bounds : From

bounded losses, to losses with general tail behaviors, to anytime-validity. ArXiv preprint
arXiv :2306.12214

Non i.i.d., time series...

ﬁ Alquier, P. and Wintenberger, O. (2012). Model selection for weakly dependent time series
forecasting. Bernoulli.

@ Alquier, P., Li. X. and Wintenberger, O. (2013). Prediction of time series by statistical learning :
general losses and fast rates. Dependence Modeling.

ﬁ Banerjee, I., Rao, V. A. and Honnappa, H. (2021). PAC-Bayes bounds on variational tempered
posteriors for Markov models. Entropy.
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Robust estimator (not Bayesian) studied by adding a random
perturbation, and then using PAC-Bayes bounds.

B Catoni, O. (2012). Challenging the empirical mean and empirical variance : a deviation study.
Annales de I'lHP.

@ Catoni, O. and Giulini, I. (2017). Dimension free PAC-Bayesian bounds for the estimation of the
mean of a random vector. NeurlPS 2017 Workshop : (Almost) 50 Shades of Bayesian Learning :
PAC-Bayesian trends and insights.

B Zhivotovskiy, N. (2024). Dimension-free bounds for sums of independent matrices and simple
tensors via the variational principle. Electronic Journal of Probability.
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Robust estimator (not Bayesian) studied by adding a random
perturbation, and then using PAC-Bayes bounds.

B Catoni, O. (2012). Challenging the empirical mean and empirical variance : a deviation study.
Annales de I'lHP.

@ Catoni, O. and Giulini, I. (2017). Dimension free PAC-Bayesian bounds for the estimation of the

mean of a random vector. NeurlPS 2017 Workshop : (Almost) 50 Shades of Bayesian Learning :
PAC-Bayesian trends and insights.

B Zhivotovskiy, N. (2024). Dimension-free bounds for sums of independent matrices and simple
tensors via the variational principle. Electronic Journal of Probability.

Meta-learning.

ﬁ Rothfuss, J., Fortuin, V., Josifoski, M. and Krause, A. (2021). PACOH : Bayes-optimal
meta-learning with PAC-guarantees. ICML.

B Riou, C., Alquier, P. and Chérief-Abdellatif, B.-E. (2023). Bayes meets Bernstein at the Meta

Level : an Analysis of Fast Rates in Meta-Learning with PAC-Bayes. Arxiv preprint
arXiv :2302.11709.
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PAC-Bayes or MI bounds where KL(p||7) is replaced by
another D(p, 7).

@ Alquier, P. and Guedj, B. (2018). Simpler PAC-Bayesian bounds for hostile data. Machine
Learning.

@ Neu, G. and Lugosi, G. (2022). Generalization Bounds via Convex Analysis. ICML.
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PAC-Bayes and Mutual Information bounds

PAC-Bayes or MI bounds where KL(p||7) is replaced by
another D(p, 7).

@ Alquier, P. and Guedj, B. (2018). Simpler PAC-Bayesian bounds for hostile data. Machine
Learning.

@ Neu, G. and Lugosi, G. (2022). Generalization Bounds via Convex Analysis. ICML.

In particular, Wasserstein distance studied in :

B Rodriguez-Galvez, B., Bassi, G., Thobaben, R. and Skoglund, M. (2021). Tighter expected
generalization error bounds via Wasserstein distance NeurlPS.

Clerico, E., Shidani, A., Deligiannidis, G. and Doucet, A. (2022). Chained Generalisation Bounds.
COLT.

@ Viallard, P., Haddouche, M., Simsekli, U. and Guedj, B. (2023). Learning via Wasserstein-based
high probability generalisation bounds. NeurlPS.

Neu, G. and Lugosi, G. (2023). Online-to-PAC Conversions : Generalization Bounds via Regret
Analysis. Arxiv preprint arXiv :2305.19674.
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%

C'est la fin.
The end.

t = 400.

Pierre Alquier, ESSEC Business School PAC-Bayes



Excess risk bounds
Fast rates
Mutual information bounds

PAC-Bayes and Mutual Information bounds

%

C'est la fin.
The end.

t = 400.

Thank you!
PNrEH T3 L=
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