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#### Abstract

This paper is concerned with a game-based interpretation of Hamilton-Jacobi-Isaacs equations in metric spaces. We construct a two-person continuous-time game in a geodesic space and show that the value function, defined by an explicit representation formula, is the unique solution of the Hamilton-Jacobi equation. Our result develops, in a general geometric setting, the classical connection between differential games and the viscosity solutions to possibly nonconvex Hamilton-Jacobi equations.


## 1. Introduction

We study a class of Hamilton-Jacobi equation

$$
\begin{equation*}
\partial_{t} u+H(x, t,|\nabla u|)=0 \quad \text { in } \mathbf{X} \times(0, \infty) \tag{1.1}
\end{equation*}
$$

in a complete metric space $(\mathbf{X}, d)$ with an initial value

$$
\begin{equation*}
u(x, 0)=u_{0}(x), \quad x \in \mathbf{X} \tag{1.2}
\end{equation*}
$$

where $H: \mathbf{X} \times(0, \infty) \times[0, \infty) \rightarrow \mathbb{R}$ is a given continuous function called the Hamiltonian of the equation, $u_{0}: \mathbf{X} \rightarrow \mathbb{R}$ is assumed to be a uniformly continuous function in $\mathbf{X}$, and $|\nabla u|$ denotes a generalized notion, in general metric spaces, of the usual gradient norm of a differentiable function $u$ in $\mathbb{R}^{n}$.

Throughout this paper, we assume that $(\mathbf{X}, d)$ is a geodesic space; namely for any $x, y \in \mathbf{X}$, there exists a Lipschitz curve $\gamma:[0, s] \rightarrow \mathbf{X}$ such that $\gamma(0)=x, \gamma(s)=y$ and $d(x, y)=s$. We denote the length $s$ of $\gamma$ by $\ell(\gamma)$. Also, in order to avoid trivial situation, we always consider non-singleton spaces, i.e., there are at least two distinct points in $\mathbf{X}$.

We aim to provide a differential game interpretation of (1.1) whose Hamiltonian $H$ is of the form

$$
\begin{equation*}
H(x, t, p)=\max _{a \in A} \min _{b \in B}\{f(x, t, a, b) p-g(x, t, a, b)\} \tag{1.3}
\end{equation*}
$$

for $x \in \mathbf{X}, t \in(0, \infty)$ and $p \in[0, \infty)$, where $A \subset \mathbb{R}^{n_{1}}, B \subset \mathbb{R}^{n_{2}}$ are compact subsets with $n_{1}, n_{2} \geq 1$ and

$$
f: \mathbf{X} \times(0, \infty) \times A \times B \rightarrow[0, \infty), \quad g: \mathbf{X} \times(0, \infty) \times A \times B \rightarrow \mathbb{R}
$$

are given continuous functions satisfying more assumptions to be introduced later in Section 2. The connection between differential games and such type of Hamilton-Jacobi-Isaacs equations is well understood in the Euclidean spaces; see for example [9, 22, 14, 8]. Stochastic differential games associated to Hamilton-Jacobi equations in infinite-dimensional spaces are studied in [20, 23] etc.
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In recent years, the study on Hamilton-Jacobi equations in general metric spaces has attracted great attention for applications in optimal transport [3, 24, mean field games [7, topological networks [21, 13, 1] and many other fields. Ambrosio and Feng [2] establish a viscosity approach to (1.1) for a class of convex Hamiltonians in complete geodesic spaces, while later in [10, 11] Gangbo and Święch propose a generalized notion of viscosity solutions and show uniqueness and existence of the solutions to more general equations in geodesic or length space without the convexity assumption on $H$. This definition is based on the local slope of locally Lipschitz functions. Stability and convexity of such solutions are studied respectively in [19] and in [15]. We also refer to [5] for further developments on viscous Hamilton-Jacobi equations in metric measure spaces.

Meanwhile, using curves in $\mathbf{X}$, Giga et al. in [12] provide a different notion of metric viscosity solutions to stationary eikonal equations and prove well-posedness for the Dirichlet problem. This curve-based definition of such viscosity solutions requires very weak structure of the space. The same approach is used in [18 to study the evolution equation (1.1) with the Hamiltonian $H(x, p)$ convex in $p$. It is also applied to construct unique solutions of the eikonal equation on fractals like the Sierpinski gasket [6].

In the case of eikonal equations, both notions of solutions described above turn out to be equivalent, as recently shown in [16]. For time-dependent equations with convex coercive Hamiltonian, the equivalence can be obtained via the Hopf-Lax formula adapted to metric spaces; we refer the reader to [11] for details.

The purpose of the present work is to develop the classical game-theoretic representation theorem for time-dependent Hamilton-Jacobi equations in the case of metric spaces. As shown in (1.3), the Hamiltonian we consider here is nor necessarily convex in $p$ due to the max min structure. We construct a two-person continuous-time game in a geodesic space, whose value function agrees with the unique solution of $(1.1)-(\sqrt{1.2})$. The notion of solutions we adopt is the slope-based one proposed in [11]. We will go over its precise definition and a comparison principle in Section 2.

Our result is in the same spirit of [9, 22] etc. in the Euclidean space, but our settings here are different due to the general geometric structure of the space. To be more precise, let us briefly introduce our game below; more details can be found in Section 3. Set

$$
\begin{equation*}
\mathcal{A}=\{\alpha:(0, \infty) \rightarrow A \text { measurable }\}, \quad \mathcal{B}=\{\beta:(0, \infty) \rightarrow B \text { measurable }\} \tag{1.4}
\end{equation*}
$$

and let $\Theta_{B}$ denote the set of non-anticipating strategies of Player B. Here, the definition of non-anticipating strategies follows the standard game setting (cf. [4). We say that a mapping $\theta: \mathcal{A} \rightarrow \mathcal{B}$ is a non-anticipating strategy of Player B and write $\theta \in \Theta_{B}$ if the following property holds. For any $\alpha_{1}, \alpha_{2} \in \mathcal{A}$ and $t>0, \theta\left[\alpha_{1}\right](t)=\theta\left[\alpha_{2}\right](t)$ provided that $\alpha_{1}=\alpha_{2}$ in $(0, t)$. It means that Player B can only make decisions based on the history without having any information about the future. One can symmetrically define the set of non-anticipating strategies of Player A, denoted by $\Theta_{A}$.

In addition to controls from $\mathcal{A}$, Player A also has a right to choose a Lipschitz curve $\xi$ that satisfies

$$
\left|\xi^{\prime}\right|(\tau)=f(\xi(\tau), t-\tau, \alpha(\tau), \theta[\alpha](\tau)) \quad \text { a.e. } \tau \in(0, t),
$$

with $\xi(0)=x$. It plays the role of state equation in this game for the given controls $\alpha \in \mathcal{A}$ and $\theta[\alpha] \in \mathcal{B}$. In general one cannot expect such solutions (curves) are unique in metric spaces, in contrast to the Euclidean case, where we have an initial value problem for ordinary differential equations. In fact, there always exists a solution along every geodesic in $\mathbf{X}$ connected to $x$; see Proposition 3.1. We denote by $\mathbf{S}(\alpha, \theta[\alpha])$ the set of all solutions.

In order for the game to proceed, we leave it to Player A to determine the curve $\xi$ optimal for her, which makes a major difference from the standard game setting in the Euclidean space.

The value function of our game starting from $x \in \mathbf{X}$ with duration $t \geq 0$ is defined to be

$$
\begin{equation*}
u(x, t)=\sup _{\theta \in \Theta_{B}} \inf _{\substack{\alpha \in \mathcal{A} \\ \xi \in \mathbf{S}(\alpha, \theta[\alpha])}} J(x, t ; \xi, \alpha, \theta[\alpha]), \tag{1.5}
\end{equation*}
$$

where $J$, called the pay-off function of the game, is given by

$$
\begin{equation*}
J(x, t ; \xi, \alpha, \beta)=u_{0}(\xi(t))+\int_{0}^{t} g(\xi(\tau), t-\tau, \alpha(\tau), \beta(\tau)) d \tau \tag{1.6}
\end{equation*}
$$

Our main result, Theorem 4.1, states that $u$ given by (1.5) is a solution of (1.1)-1.2). We prove this result by adapting the standard arguments in the Euclidean case. We first establish the so-called dynamic programming principle for our game and then show the uniform continuity of $u$. The dynamic programming principle, which connects the game to the PDE, enables us to verify the subsolution and supersolution property of $u$. We finally apply the comparison principle for (1.1) to conclude the entire proof. Although the proof streamlines that in the Euclidean case, one needs to overcome difficulty caused by the general structure of the space. In order to show the uniform continuity of the value function $u$, we further impose an assumption on the uniform positivity of $f$ (see (H3) below) and use a different method of constructing strategies or controls due to the possible loss of linear structure of space. Besides, when verifying the property of viscosity solutions, one also needs to carefully handle the additional choice of curves $\xi$, which does not appear in the Euclidean case. We refer the reader to Section 4 for details.

Our representation formula for (1.1) with $H$ given by (1.3) complements the results for convex Hamiltonians in [12, 18]. However, as mentioned above, the game is quite different from its Euclidean prototype due to the extra determination of curves $\xi$. For example, it is not clear to us how one can understand the Nash equilibrium in the current situation. If we consider (1.5) as an upper value function, then a straightforward definition of a lower game value should read

$$
\begin{equation*}
\tilde{u}(x, t)=\inf _{\theta \in \Theta_{A}} \sup _{\substack{\beta \in \mathcal{B} \\ \xi \in \mathbf{S}(\theta[\beta], \beta)}} J(x, t ; \xi, \theta[\beta], \beta) \tag{1.7}
\end{equation*}
$$

for $x \in \mathbf{X}$ and $t \geq 0$, where $\Theta_{A}$ is the set of non-anticipating strategies of Player A. However, since Player B is entitled to pick $\xi$ this time, $\tilde{u}$ satisfies a totally different Hamilton-Jacobi-Isaacs equation. One cannot expect that $u=\tilde{u}$ holds and a Nash equilibrium exists under our current assumptions. See Example 4.6 for a concrete example about this issue.

Although we assume ( $\mathbf{X}, d$ ) to be geodesic in this work, it is actually possible to generalize our results for any complete length space. One can further extend them to a complete rectifiably connected metric space by using the intrinsic metric to introduce proper notions solutions; see [16] for detailed arguments.
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## 2. Assumptions and definition of solutions

Let us review the notion of viscosity solutions of $\sqrt{1.1}$ in a complete metric space $\mathbf{X}$. We impose the following assumptions related to the Hamiltonian (1.3).
(H1) $f, g: \mathbf{X} \times(0, \infty) \times A \times B \rightarrow \mathbb{R}$ are both continuous with $f \geq 0$ and there exists a modulus of continuity $\omega$ and $L>0$ such that

$$
\max \{|f(x, t, a, b)-f(x, s, a, b)|,|g(x, t, a, b)-g(x, s, a, b)|\} \leq \omega(|t-s|)
$$

and

$$
\max \{|f(x, t, a, b)-f(y, t, a, b)|,|g(x, t, a, b)-g(y, t, a, b)|\} \leq L d(x, y)
$$

for all $x, y \in \mathbf{X}, t, s \in(0, \infty), a \in A$ and $b \in B$.
(H2) $f, g: \mathbf{X} \times(0, \infty) \times A \times B \rightarrow \mathbb{R}$ are both uniformly bounded; namely, there exists $M>0$ such that

$$
\max \{f(x, t, a, b),|g(x, t, a, b)|\} \leq M
$$

for all $x \in \mathbf{X}, t \in(0, \infty), a \in A$ and $b \in B$.
(H3) There exists $m>0$ such that

$$
f(x, t, a, b) \geq m
$$

for all $x \in \mathbf{X}, t \in(0, \infty), a \in A$ and $b \in B$.
The above assumptions immediately imply that

$$
H(x, t, p)-H(y, s, p) \leq(p+1)(L d(x, y)+\omega(|t-s|))
$$

and

$$
H(x, t, p)-H(x, t, q) \leq M|p-q|
$$

for all $x, y \in \mathbf{X}, t, s \in(0, \infty)$ and $p, q \in[0, \infty)$.
Our games later can be set up for $f$ and $g$ under weaker assumptions than (H1). We assume this strong condition in order to apply the comparison principle established in [11] to get the connection between the game value and the unique solution.

We next go over the definition proposed in [10]. Hereafter, for simplicity of notation, we write $Q:=\mathbf{X} \times(0, \infty)$. For $t \geq 0$ and $u \in \operatorname{Lip}_{\text {loc }}(\mathbf{X} \times\{t\})$, define the local spatial slope of $u$, at $(x, t) \in Q$, to be

$$
|\nabla u|(x, t):=\limsup _{y \rightarrow x} \frac{|u(y, t)-u(x, t)|}{d(x, y)}
$$

Moreover, we define the local spatial super- and subslopes to be

$$
\left|\nabla^{ \pm} u\right|(x, t):=\limsup _{y \rightarrow x} \frac{[u(y, t)-u(x, t)]_{ \pm}}{d(x, y)}
$$

with $[a]_{+}:=\max \{a, 0\}$ and $[a]_{-}:=-\min \{a, 0\}$ for any $a \in \mathbb{R}$.
For any open set $\mathcal{O} \subset Q$, let

$$
\mathcal{C}(\mathcal{O}):=\left\{\psi \in \operatorname{Lip}_{\text {loc }}(\mathcal{O}): \partial_{t} \psi \text { is continuous in } \mathcal{O}\right\}
$$

and

$$
\begin{aligned}
& \overline{\mathcal{C}}(\mathcal{O}):=\left\{\psi \in \mathcal{C}(\mathcal{O}):\left|\nabla^{+} \psi\right|=|\nabla \psi| \text { and }|\nabla \psi| \text { is continuous in } \mathcal{O}\right\} \\
& \underline{\mathcal{C}}(\mathcal{O}):=\left\{\psi \in \mathcal{C}(\mathcal{O}):\left|\nabla^{-} \psi\right|=|\nabla \psi| \text { and }|\nabla \psi| \text { is continuous in } \mathcal{O}\right\}
\end{aligned}
$$

In this work we call $\left|\nabla^{+} u\right|$ and $\left|\nabla^{-} u\right|$ the (local) super- and sub-slopes of $u$ respectively; they are also named super- and sub-gradient norms in the literature (cf. [17]).

Below we recall from [11, Definition 2.5] the definition of slope-based metric viscosity solutions of a general class of Hamilton-Jacobi equations. In this work we call them solutions for simplicity. The Hamiltonian $H(x, t, p)$ in (1.3) is originally defined only for $p \geq 0$, but we can naturally extend it to $p<0$ without changing its form. As pointed out in [11], the definition of solutions actually works for any continuous extension of $H$. Under our extension of $H$, we take

$$
H_{a}(x, t, p)=\inf _{|q-p| \leq a} H(x, t, q), \quad H^{a}(x, t, p)=\sup _{|q-p| \leq a} H(x, t, q)
$$

for any $(x, t, p) \in Q \times[0, \infty)$ and $a \geq 0$.
Definition 2.1 (Slope-based solutions). An upper semicontinuous (resp., lower semicontinuous) function $u$ in $Q$ is called a subsolution (resp., supersolution) of (1.1) if

$$
\begin{gather*}
\partial_{t} \psi_{1}\left(x_{0}, t_{0}\right)+\partial_{t} \psi_{2}\left(x_{0}, t_{0}\right)+H_{\left|\nabla \psi_{2}\right|^{*}\left(x_{0}, t_{0}\right)}\left(x_{0}, t_{0},\left|\nabla \psi_{1}\right|\left(x_{0}, t_{0}\right)\right) \leq 0  \tag{2.1}\\
\left(\text { resp., } \partial_{t} \psi_{1}\left(x_{0}, t_{0}\right)+\partial_{t} \psi_{2}\left(x_{0}, t_{0}\right)+H^{\left|\nabla \psi_{2}\right|^{*}\left(x_{0}, t_{0}\right)}\left(x_{0}, t_{0},\left|\nabla \psi_{1}\right|\left(x_{0}, t_{0}\right)\right) \geq 0\right) \tag{2.2}
\end{gather*}
$$

holds for any $\psi_{1} \in \underline{\mathcal{C}}(Q)$ (resp., $\left.\psi_{1} \in \overline{\mathcal{C}}(Q)\right)$ and $\psi_{2} \in \mathcal{C}(Q)$ such that $u-\psi_{1}-\psi_{2}$ attains a local maximum (resp., minimum) at a point $\left(x_{0}, t_{0}\right) \in Q$, where, for any $(x, t, p) \in$ $Q \times[0, \infty)$,

$$
\left|\nabla \psi_{2}\right|^{*}(x, t):=\lim _{\delta \rightarrow 0} \sup \left\{\left|\nabla \psi_{2}\right|(y, s): d(x, y)+|t-s| \leq \delta\right\}
$$

We say that a continuous function $u$ in $Q$ is a solution of (1.1) if it is both a subsolution and a supersolution of (1.1).

Concerning the test functions in a general geodesic or length space ( $\mathbf{X}, d$ ), it is known that, for any $k \geq 0, x_{0} \in \mathbf{X}$, the function $(x, t) \mapsto \psi(t)+k \varphi\left(d\left(x, x_{0}\right)\right)$ (resp., $(x, t) \mapsto$ $\psi(t)-k \varphi\left(d\left(x, x_{0}\right)\right)$ ) belongs to the class $\underline{\mathcal{C}}(\mathcal{O})$ (resp., $\left.\overline{\mathcal{C}}(\mathcal{O})\right)$ in $\mathcal{O} \subset \mathbf{X} \times(0, \infty)$ provided that $\psi \in C^{1}((0, \infty))$ and $\varphi \in C^{1}([0, \infty))$ satisfies $\varphi^{\prime}(0)=0$ and $\varphi^{\prime} \geq 0$; see details in [10, Lemma 7.2] and [11, Lemma 2.3].

Under (H1) and (H2), our Hamiltonian $H$ (continuously extended to $\mathbf{X} \times(0, \infty) \times \mathbb{R})$ is uniformly continuous and satisfies

$$
|H(x, t, p)-H(y, t, p)| \leq L d(x, y)(|p|+1)
$$

and

$$
|H(x, t, p)-H(x, t, q)| \leq M|p-q|
$$

for all $x, y \in \mathbf{X}$ and $t>0$ and $p, q \in \mathbb{R}$. Then the comparison principle given in [11, Proposition 3.3] holds for (1.1). The following comparison result is an adapted (stronger) version of [11, Proposition 3.3] that applies to our problem.
Theorem 2.2 (Comparison principle). Let $(\mathbf{X}, d)$ be a complete geodesic space. Assume that (H1) and (H2) hold. Let $u$ and $v$ be a subsolution and a supersolution of (1.1) respectively. Assume that for any $T>0$, there exist $x_{0} \in \mathbf{X}$ and $C>0$ such that

$$
\max \{u(x, t),-v(t, x)\} \leq C\left(1+d\left(x, x_{0}\right)\right)
$$

for all $(x, t) \in \mathbf{X} \times[0, T)$. Let $u_{0}$ be uniformly continuous in $\mathbf{X}$. If

$$
\sup _{x \in K}\left(\left|u(x, t)-u_{0}(x)\right|+\left|v(x, t)-u_{0}(x)\right|\right) \rightarrow 0 \quad \text { as } t \rightarrow 0
$$

holds for any bounded set $K \subset \mathbf{X}$, then $u \leq v$ holds in $\mathbf{X} \times[0, \infty)$.

## 3. The game setting

Suppose that there are two players, Player A and Player B, choosing functions respectively from the control sets $\mathcal{A}$ and $\mathcal{B}$ given by (1.4). For any given $x \in \mathbf{X}$ and fixed $\alpha \in \mathcal{A}$ and $\beta \in \mathcal{B}$, let $\xi:[0, \infty) \rightarrow \mathbf{X}$ be a Lipschitz curve satisfying

$$
\begin{equation*}
\left|\xi^{\prime}\right|(\tau)=f(\xi(\tau), t-\tau, \alpha(\tau), \beta(\tau)) \quad \text { a.e. } \tau \in(0, t) \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi(0)=x . \tag{3.2}
\end{equation*}
$$

If $\mathbf{X}$ is not a singleton, then such $\xi$ does exist for any given $\alpha \in \mathcal{A}$ and $\beta \in \mathcal{B}$. We can reparametrize a geodesic connecting $x$ to any different point.

Proposition 3.1 (Existence of game trajectories). Let $(\mathbf{X}, d)$ be a complete geodesic space. Assume that (H1), (H2) and (H3) hold. Let $x \in \mathbf{X}, t \geq 0, \alpha \in \mathcal{A}$ and $\beta \in \mathcal{B}$. Then there exists a Lipschitz solution $\xi$ of (3.1) and (3.2). Moreover, for any $y \in \mathbf{X} \backslash\{x\}$, there exist $\tau_{1} \in[d(x, y) / M, d(x, y) / m]$ and a solution $\xi$ of (3.1) and (3.2) satisfying

$$
\begin{equation*}
\int_{0}^{\tau_{1}}\left|\xi^{\prime}\right|(\tau) d \tau=\ell\left(\left.\xi\right|_{\left[0, \tau_{1}\right]}\right)=d(x, y) \tag{3.3}
\end{equation*}
$$

Proof. Recall that $\mathbf{X} \neq\{x\}$. Then there exists at least one geodesic $\gamma$ connecting $x$ to a different point $y$. Without loss of generality, we may assume that $\ell(\gamma)=d(x, y)=1$ and $d(x, \gamma(\sigma))=\sigma$ for all $\sigma \in[0,1]$. Since $\gamma$ is isomeric to the interval $[0,1] \subset \mathbb{R}$, we essentially need to solve the ODE

$$
z^{\prime}(\tau)=F(z(\tau), t-\tau, \alpha(\tau), \beta(\tau))
$$

with $z(0)=0$ for a Lipchitz solution $z(\tau) \in[0,1]$, where $F:[0,1] \times(0, \infty) \times A \times B \rightarrow[0, \infty)$ is given by

$$
F(\sigma, s, a, b)=f(\gamma(\sigma), s, a, b) .
$$

The existence of solutions is guaranteed by the continuity of $f$ in (H1). Note that (H2) and (H3) imply the existence of $d(x, y) / M \leq \tau_{1} \leq d(x, y) / m$ such that

$$
\begin{equation*}
z\left(\tau_{1}\right)=1 \tag{3.4}
\end{equation*}
$$

We then turn to solve

$$
z^{\prime}(\tau)=-F(z(\tau), t-\tau, \alpha(\tau), \beta(\tau))
$$

with (3.4) to extend the domain of the function $z$ to $\left(0, \tau_{2}\right)$ if there exists $\tau_{2} \in\left(\tau_{1}, t\right)$ satisfying $z\left(\tau_{2}\right)=0$. We can repeat this process to construct a global Lipschitz function $z:[0, t] \rightarrow[0,1]$. Setting

$$
\xi(\tau)=\gamma(z(\tau)) \quad \text { for } \tau \in[0, t],
$$

we easily see that $\xi$ is a Lipschitz solution of (3.1) -3.2 . The equality (3.3) follows immediately from the fact that $\xi$ is a reparametrization of the geodesic $\gamma$.

In general, we cannot expect uniqueness of solutions because of the arbitrariness of $y$, which is one major difference from the usual state equation in the Euclidean space.

For any $(x, t) \in \mathbf{X} \times[0, \infty), \alpha \in \mathcal{A}$ and $\beta \in \mathcal{B}$, we collect all such $\xi$ by taking $\mathbf{S}(x, t ; \alpha, \beta)=\{\xi \in \operatorname{Lip}([0, t]: \xi$ is a solution of (3.1)-(3.2) for given $\alpha \in \mathcal{A}$ and $\beta \in \mathcal{B}\}$.

Below we write $\mathbf{S}(\alpha, \beta)$ to denote this set if there is no ambiguity.

Let $\Theta_{B}$ denote the set of all non-anticipating strategies for Player B. The pay-off function and value function of the game are given respectively by (1.6) and (1.5), that is,

$$
J(x, t ; \xi, \alpha, \beta)=u_{0}(\xi(t))+\int_{0}^{t} g(\xi(\tau), t-\tau, \alpha(\tau), \beta(\tau)) d \tau
$$

for any $(x, t) \in \bar{Q}, \alpha \in \mathcal{A}, \beta \in \mathcal{B}$ and $\xi \in \mathbf{S}(x, t ; \alpha, \beta)$ and

$$
u(x, t)=\sup _{\theta \in \Theta_{B}} \inf _{\substack{\alpha \in \mathcal{A} \\ \xi \in \mathbf{S}(\alpha, \theta[\alpha])}} J(x, t ; \xi, \alpha, \theta[\alpha]) .
$$

In comparison with the standard Euclidean case, Player A has an additional right to choose a curve $\xi$ in this game.

Let us consider the dynamic programming principle, which actually resembles that in the Euclidean case. We again need to pay extra attention to the presence of $\xi$ chosen by Player A.
Theorem 3.2 (Dynamic programming principle). Let $(\mathbf{X}, d)$ be a complete geodesic space. Assume that (H1) and (H2) hold. Let $u$ be the value function as defined in 1.5). Then for each fixed $(x, t) \in Q$,

$$
\begin{equation*}
u(x, t)=\sup _{\theta \in \Theta_{B}} \inf _{\substack{\alpha \in \mathcal{A} \\ \xi \in \mathbf{S}(x, s ; \alpha, \theta[\alpha])}}\left\{u(\xi(s), t-s)+\int_{0}^{s} g(\xi(\tau), t-\tau, \alpha(\tau), \theta[\alpha](\tau)) d \tau\right\} \tag{3.5}
\end{equation*}
$$

holds for all $0 \leq s<t$.
Proof. We denote by $R$ the right hand side of (3.5). Let us first show that $u(x, t) \geq R$. For any $\varepsilon>0$, there exists $\theta_{1} \in \Theta_{B}$ such that for any $\alpha_{1} \in \mathcal{A}$ and $\xi_{1} \in \mathbf{S}\left(x, t ; \alpha_{1}, \theta_{1}\left[\alpha_{1}\right]\right)$,

$$
\begin{equation*}
R \leq u\left(\xi_{1}(s), t-s\right)+\int_{0}^{s} g\left(\xi_{1}(\tau), t-\tau, \alpha_{1}(\tau), \theta_{1}\left[\alpha_{1}\right](\tau)\right) d \tau+\varepsilon \tag{3.6}
\end{equation*}
$$

By (1.5), from $\xi_{1}(s) \in \mathbf{X}$ with duration $t-s$, there also exists a strategy $\theta_{2} \in \Theta_{B}$ such that for any $\alpha_{2} \in \mathcal{A}$ and $\xi_{2} \in \mathbf{S}\left(\xi_{1}(s), t-s ; \alpha_{2}, \theta_{2}\left[\alpha_{2}\right]\right)$, there holds

$$
\begin{equation*}
u\left(\xi_{1}(s), t-s\right) \leq u_{0}\left(\xi_{2}(t-s)\right)+\int_{0}^{t-s} g\left(\xi_{2}(\tau), t-s-\tau, \alpha_{2}(\tau), \theta_{2}\left(\alpha_{2}\right)(\tau)\right) d \tau+\varepsilon \tag{3.7}
\end{equation*}
$$

Fix an arbitrary $\alpha \in \mathcal{A}$. Let

$$
\begin{array}{r}
\alpha_{1}(\tau)=\alpha(\tau) \quad \text { for } \tau \in(0, s), \\
\alpha_{2}(\tau)=\alpha(\tau+s) \quad \text { for } \tau \in(0, t-s) .
\end{array}
$$

We can thus take $\hat{\theta} \in \Theta_{B}$ to satisfy

$$
\hat{\theta}[\alpha](\tau)= \begin{cases}\theta_{1}\left[\alpha_{1}\right](\tau) & \text { for } \tau \in(0, s], \\ \theta_{2}\left[\alpha_{2}\right](\tau-s) & \text { for } \tau \in(s, t) .\end{cases}
$$

For any $\xi \in \mathbf{S}(x, t ; \alpha, \theta[\alpha])$, applying (3.6) and (3.7) respectively with

$$
\begin{array}{r}
\xi_{1}(\tau)=\xi(\tau) \quad \text { for } \tau \in(0, s) \\
\xi_{2}(\tau)=\xi(\tau+s) \quad \text { for } \tau \in(0, t-s)
\end{array}
$$

we obtain

$$
R \leq u(\xi(s), t-s)+\int_{0}^{s} g(\xi(\tau), t-\tau, \alpha(\tau), \hat{\theta}[\alpha](\tau)) d \tau+\varepsilon
$$

and

$$
u(\xi(s), t-s) \leq u_{0}(\xi(t))+\int_{s}^{t} g(\xi(\tau), t-\tau, \alpha(\tau), \hat{\theta}[\alpha](\tau)) d \tau+\varepsilon
$$

We combine these two relations to get

$$
R \leq u_{0}(\xi(t))+\int_{0}^{t} g(\xi(\tau), t-\tau, \hat{\theta}(\beta)(\tau), \beta(\tau)) d \tau+2 \varepsilon
$$

which yields $R \leq u(x, t)+2 \varepsilon$ by (1.5) again. We obtain the desired inequality by sending $\varepsilon \rightarrow 0$.

We next show $u(x, t) \leq R$. In view of (1.5), for any $\varepsilon>0$, there exists $\hat{\theta} \in \Theta_{B}$ such that for any $\alpha \in \mathcal{A}$ and $\xi \in \mathbf{S}(x, t ; \alpha, \hat{\theta}[\alpha])$,

$$
u(x, t) \leq u_{0}(\xi(t))+\int_{0}^{t} g(\xi(\tau), t-\tau, \alpha(\tau), \hat{\theta}[\alpha](\tau)) d \tau+\varepsilon
$$

Then, for any $\alpha_{1} \in \mathcal{A}$ and $\xi_{1} \in \mathbf{S}\left(\xi(s), t-s ; \alpha_{1}, \hat{\theta}\left[\alpha_{1}\right]\right)$, taking

$$
\alpha(\tau)=\alpha_{1}(\tau-s), \quad \xi(\tau)=\xi_{1}(\tau-s) \quad \text { for } \tau \in(s, t]
$$

we have

$$
\begin{aligned}
& u(x, t)-\int_{0}^{s} g(\xi(\tau), t-\tau, \alpha(\tau), \hat{\theta}[\alpha](\tau)) d \tau-\varepsilon \\
& \leq u_{0}(\xi(t))+\int_{s}^{t} g(\xi(\tau), t-\tau, \alpha(\tau), \hat{\theta}[\alpha](\tau)) d \tau \\
& \leq u_{0}\left(\xi_{1}(t-s)\right)+\int_{0}^{t-s} g\left(\xi_{1}(\tau), t-s-\tau, \alpha_{1}(\tau), \hat{\theta}\left[\alpha_{1}\right](\tau)\right) d \tau
\end{aligned}
$$

It follows from (1.5) once again that

$$
u(x, t)-\int_{0}^{s} g(\xi(\tau), t-\tau, \alpha(\tau), \hat{\theta}[\alpha](\tau)) d \tau-\varepsilon \leq u(\xi(s), t-s)
$$

We therefore obtain

$$
u(x, t) \leq \inf _{\substack{\alpha \in \mathcal{A} \\ \xi \in \mathbf{S}(x, s ; \alpha, \hat{\theta}[\alpha])}}\left\{u(\xi(s), t-s)+\int_{0}^{s} g(\xi(\tau), t-\tau, \alpha(\tau), \hat{\theta}[\alpha](\tau)) d \tau\right\}+\varepsilon
$$

which further implies $u(x, t) \leq R+\varepsilon$. We thus obtain $u(x, t) \leq R$ by letting $\varepsilon \rightarrow 0$.

## 4. Representation theorem

This section is devoted to showing our main result as below.
Theorem 4.1. Let ( $\mathbf{X}, d)$ be a complete geodesic space. Assume that (H1), (H2) and (H3) hold. Assume that $u_{0}$ is uniformly continuous in $\mathbf{X}$. Let $u$ be the value function defined as in (1.5). Then $u$ is a solution of (1.1) and (1.2) with $H$ given by (1.3). In addition, it is the unique solution that is uniformly continuous in $\mathbf{X} \times[0, T]$ for any $T>0$.
4.1. Uniform continuity. We first look into the uniform continuity of $u$.

Proposition 4.2 (Uniform continuity of game value). Assume that the assumptions in Theorem 4.1 hold. Then $u$ is uniformly continuous in $\mathbf{X} \times[0, T]$ for any $T>0$.

Proof. Let $\omega_{0}$ denote the modulus of continuity for $u_{0}$. We first prove the uniform continuity of $u$ in space. Fix $\left(x_{1}, t\right),\left(x_{2}, t\right) \in \mathbf{X} \times[0, T]$ arbitrarily. By definition of $u$, for any $\varepsilon>0$ and $\theta \in \Theta_{B}$, there exist $\alpha_{1} \in \mathcal{A}$ and $\xi_{1} \in \mathbf{S}\left(x_{1}, t ; \alpha_{1}, \theta\left[\alpha_{1}\right]\right)$ such that

$$
\begin{equation*}
u\left(x_{1}, t\right) \geq u_{0}\left(\xi_{1}(t)\right)+\int_{0}^{t} g\left(\xi_{1}(\tau), t-\tau, \alpha_{1}(\tau), \theta\left[\alpha_{1}\right](\tau)\right) d \tau-\varepsilon \tag{4.1}
\end{equation*}
$$

If $d\left(x_{1}, x_{2}\right) \leq m t$, following Proposition 3.1, we can take $\alpha_{0} \in \mathcal{A}$ and reparametrize a geodesic $\gamma$ joining $x_{1}$ and $x_{2}$ to find a Lipschitz solution $\xi_{0}$ of

$$
\left|\xi_{0}^{\prime}\right|(\tau)=f\left(\xi_{0}(\tau), t-\tau, \alpha_{0}(\tau), \theta\left[\alpha_{0}\right](\tau)\right) \geq m \quad \text { a.e. } \tau \in\left(0, \tau_{1}\right)
$$

with $\xi_{0}(0)=x_{2}$ and $\xi_{0}\left(\tau_{1}\right)=x_{1}$, where

$$
\tau_{1}=\inf \left\{\tau>0: \xi_{0}(\tau)=x_{1}\right\}
$$

It is clear that

$$
\begin{equation*}
\tau_{1} \leq \frac{d\left(x_{1}, x_{2}\right)}{m} \tag{4.2}
\end{equation*}
$$

for any $\theta \in \Theta_{B}$.
Let us take

$$
\alpha_{2}(\tau)=\left\{\begin{array}{ll}
\alpha_{0}(\tau) & \text { for } \tau \in\left(0, \tau_{1}\right), \\
\alpha_{1}\left(\tau-\tau_{1}\right) & \text { for } \tau \in\left(\tau_{1}, t\right),
\end{array} \quad \xi_{2}(\tau)= \begin{cases}\xi_{0}(\tau) & \text { for } \tau \in\left[0, \tau_{1}\right] \\
\xi_{1}\left(\tau-\tau_{1}\right) & \text { for } \tau \in\left(\tau_{1}, t\right]\end{cases}\right.
$$

It is clear that $\xi_{2} \in \mathbf{S}\left(x_{2}, t ; \alpha_{2}, \theta\left[\alpha_{2}\right]\right)$ with $\xi_{2}(t)=\xi_{1}\left(t-\tau_{1}\right)$. It thus follows from (H2) that

$$
\begin{aligned}
u\left(x_{2}, t\right) & \leq u_{0}\left(\xi_{2}(t)\right)+\int_{0}^{t} g\left(\xi_{2}(\tau), t-\tau, \alpha_{2}(\tau), \theta\left[\alpha_{2}\right](\tau)\right) d \tau \\
& \leq u_{0}\left(\xi_{1}\left(t-\tau_{1}\right)\right)+M \tau_{1}+\int_{\tau_{1}}^{t} g\left(\xi_{2}(\tau), t-\tau, \alpha_{2}(\tau), \theta\left[\alpha_{2}\right](\tau)\right) d \tau \\
& =u_{0}\left(\xi_{1}\left(t-\tau_{1}\right)\right)+M \tau_{1}+\int_{0}^{t-\tau_{1}} g\left(\xi_{1}(\tau), t-\tau_{1}-\tau, \alpha_{1}(\tau), \theta\left[\alpha_{1}\right](\tau)\right) d \tau
\end{aligned}
$$

Combining this with (4.1), we use (H1) and (H2) to deduce that

$$
u\left(x_{1}, t\right)-u\left(x_{2}, t\right) \geq-\omega_{0}\left(d\left(\xi_{1}(t), \xi_{1}\left(t-\tau_{1}\right)\right)\right)-2 M \tau_{1}-\left|t-\tau_{1}\right| \omega\left(\tau_{1}\right)-\varepsilon
$$

Applying (H2) again together with 4.2 and sending $\varepsilon \rightarrow 0$, we obtain

$$
u\left(x_{1}, t\right)-u\left(x_{2}, t\right) \geq-\omega_{0}\left(M \tau_{1}\right)-2 M \tau_{1}-T \omega\left(\tau_{1}\right) \geq-\omega_{x}\left(d\left(x_{1}, x_{2}\right)\right)
$$

where $\omega_{x}$ is a modulus of continuity defined by

$$
\omega_{x}(\rho)=\omega_{0}\left(\frac{M \rho}{m}\right)+\frac{2 M \rho}{m}+T \omega\left(\frac{\rho}{m}\right) \quad \text { for } \rho \geq 0
$$

Exchanging the roles of $x_{1}$ and $x_{2}$ in the estimate above, we have

$$
u\left(x_{1}, t\right)-u\left(x_{2}, t\right) \leq \omega_{x}\left(d\left(x_{1}, x_{2}\right)\right)
$$

for any $x_{1}, x_{2} \in \mathbf{X}$ with $d\left(x_{1}, x_{2}\right) \leq m t$. Since $(\mathbf{X}, d)$ is a geodesic space, this estimate can be generalized for any $x_{1}, x_{2} \in \mathbf{X}$. We thus get the uniform continuity of $x \mapsto u(x, t)$ in $\mathbf{X} \times[0, T]$.

We next show the continuity of $u$ in time. For any $(x, t) \in \mathbf{X} \times[0, \infty]$ and $\varepsilon>0$, we still can find $\alpha_{1} \in \mathcal{A}$ and $\xi_{1} \in \mathbf{S}\left(x, t ; \alpha_{1}, \theta\left[\alpha_{1}\right]\right)$ for any $\theta \in \Theta_{B}$ such that (4.1) holds. By (H2) again, we get

$$
u(x, t) \geq u_{0}(\xi(t))-\int_{0}^{t} M-\varepsilon
$$

Since $d(\xi(t), x) \leq M t$, it follows that

$$
u(x, t)-u_{0}(x) \geq-\omega_{0}(M t)-M t-\varepsilon
$$

Letting $\varepsilon \rightarrow 0$, we are led to

$$
u(x, t)-u_{0}(x) \geq-\omega_{0}(M t)-M t
$$

One can use a similar argument to show that

$$
u(x, t)-u_{0}(x) \leq \omega_{0}(M t)+M t
$$

Hence, we have

$$
\begin{equation*}
\left|u(x, t)-u_{0}(x)\right| \leq \omega_{0}(M t)+M t \tag{4.3}
\end{equation*}
$$

for any $(x, t) \in \mathbf{X} \times(0, \infty)$.
In general, for any $\left(x, t_{1}\right),\left(x, t_{2}\right) \in \mathbf{X} \times[0, T]$ with $t_{1} \leq t_{2}$, we can apply the same argument above to (3.5) to deduce that

$$
\left|u\left(x, t_{2}\right)-u\left(x, t_{1}\right)\right| \leq \omega_{x}\left(M\left(t_{2}-t_{1}\right)\right)+M\left(t_{2}-t_{1}\right) .
$$

Our proof is now complete.
Our above proof for uniform continuity of value functions is quite different from those in the Euclidean case ([4, Proposition VIII. 1.8] for instance). In the Euclidean space, for a nearly optimal trajectory starting from $x_{1}$, we usually choose a "parallel" trajectory from $x_{2}$ so that the game values can be compared directly. Such kind of parallel structures no longer exist in general geodesic spaces. In order to achieve our estimate, we instead take a different trajectory, following the one from $x_{1}$ as much as possible. This trajectory turns out to be available when the dynamics $f$ satisfies the positivity assumption (H3).
4.2. Supersolution and subsolution properties. We next prove Theorem 4.1 showing that $u$ given by (1.5) is both a supersolution and a subsolution of (1.1). At the end we use the comparison principle to conclude the proof.

Although our proof is analogous to the Euclidean version, the control set for Player A is actually different. Player A not only picks a control from $\mathcal{A}$ but also needs to choose a Lipschitz curve $\xi$ from those solutions to (3.1). (In the Euclidean case, there are no such choices, since the game trajectory is uniquely determined by the state equation once the controls are fixed.) We need to handle this additional control carefully in our verification of subsolution and supersolution properties.

Proposition 4.3 (Supersolution property of game value). Assume that the assumptions in Theorem 4.1 hold. Then $u$ is a supersolution of (1.1).

Proof. Let us first show that $u$ is a superolution of 1.1). Suppose that there exist $\left(x_{0}, t_{0}\right) \in$ $Q=\mathbf{X} \times(0, \infty), \psi_{1} \in \overline{\mathcal{C}}(Q)$ and $\psi_{2} \in \mathcal{C}(Q)$ such that $u-\psi_{1}-\psi_{2}$ attains a local minimum at $\left(x_{0}, t_{0}\right)$. Take

$$
\begin{equation*}
p_{0}=\left|\nabla^{-} \psi_{1}\right|\left(x_{0}, t_{0}\right)+\left|\nabla \psi_{2}\right|^{*}\left(x_{0}, t_{0}\right) . \tag{4.4}
\end{equation*}
$$

For any $a \in A$, there exists $\hat{b}(a) \in B$ such that

$$
\min _{b \in B}\left\{f\left(x_{0}, t_{0}, a, b\right) p_{0}-g\left(x_{0}, t_{0}, a, b\right)\right\}=f\left(x_{0}, t_{0}, a, \hat{b}(a)\right) p_{0}-g\left(x_{0}, t_{0}, a, \hat{b}(a)\right) .
$$

Since $A$ is compact, for every $r>0$ small, there exist finitely many points $a_{1}, a_{2}, \ldots, a_{k} \in A$ and such that

$$
A \subset \bigcup_{i=1}^{k} B_{r}\left(a_{i}\right) .
$$

Here $B_{r}\left(a_{i}\right)$ denotes the open ball centered at $a_{i}$ with radius $r$. For any $\varepsilon>0$, we let $r>0$ sufficiently small so that $b_{i}=\hat{b}\left(a_{i}\right)$ satisfies

$$
f\left(x_{0}, t_{0}, a, b_{i}\right) p_{0}-g\left(x_{0}, t_{0}, a, b_{i}\right) \leq \min _{b \in B}\left\{f\left(x_{0}, t_{0}, a, b\right) p_{0}-g\left(x_{0}, t_{0}, a, b\right)\right\}+\varepsilon
$$

for all $a \in B_{r}\left(a_{i}\right)$. Define $h: A \rightarrow B$ by

$$
h(a)=b_{i}, \quad \text { if } a \in B_{r}\left(a_{i}\right) \backslash \bigcup_{j=1}^{i-1} B_{r}\left(a_{j}\right)
$$

for $i=1,2, \ldots, k$. For any $\alpha \in \mathcal{A}$, we see that $h(\alpha(\cdot)) \in \mathcal{B}$. Therefore by letting

$$
\hat{\theta}[\alpha](s):=h(\alpha(s)), \quad s>0,
$$

we have $\hat{\theta} \in \Theta_{B}$ and

$$
\begin{aligned}
& f\left(x_{0}, t_{0}, \alpha(s), \hat{\theta}[\alpha](s)\right) p_{0}-g\left(x_{0}, t_{0}, \alpha(s), \hat{\theta}[\alpha](s)\right) \\
& \quad \leq \min _{b \in B}\left\{f\left(x_{0}, t_{0}, \alpha(s), b\right) p_{0}-g\left(x_{0}, t_{0}, \alpha(s), b\right)\right\}+\varepsilon \\
& \quad \leq \max _{a \in A} \min _{b \in B}\left\{f\left(x_{0}, t_{0}, a, b\right) p_{0}-g\left(x_{0}, t_{0}, a, b\right)\right\}+\varepsilon
\end{aligned}
$$

for almost all $s \in\left(0, t_{0}\right)$ and any $\alpha \in \mathcal{A}$. This amounts to saying that

$$
\begin{equation*}
f\left(x_{0}, t_{0}, \alpha(s), \hat{\theta}[\alpha](s)\right)-g\left(x_{0}, t_{0}, \alpha(s), \hat{\theta}[\alpha](s)\right) \leq H\left(x_{0}, t_{0}, p_{0}\right)+\varepsilon \quad \text { a.e. } s \in\left(0, t_{0}\right) \tag{4.5}
\end{equation*}
$$

for any $\alpha \in \mathcal{A}$.
Now applying (3.5) with $(x, t)=\left(x_{0}, t_{0}\right)$ and $\theta=\hat{\theta}$, we can find $\hat{\alpha} \in \mathcal{A}$ and a Lipschitz curve $\xi:\left[0, t_{0}\right] \rightarrow \mathbf{X}$ such that

$$
\begin{equation*}
\left|\xi^{\prime}\right|(\tau)=f\left(\xi(\tau), t_{0}-\tau, \hat{\alpha}(\tau), \hat{\theta}[\hat{\alpha}](\tau)\right) \quad \text { a.e. } \tau \in\left(0, t_{0}\right) \tag{4.6}
\end{equation*}
$$

and, for $s>0$ small,

$$
\begin{equation*}
u\left(x_{0}, t_{0}\right) \geq u\left(y, t_{0}-s\right)+\int_{0}^{s} g\left(\xi(\tau), t_{0}-\tau, \hat{\alpha}(\tau), \hat{\theta}[\hat{\alpha}](\tau)\right) d \tau-s^{2} \tag{4.7}
\end{equation*}
$$

holds with $y=\xi(s)$. (Note that $y \neq x$ due to (H3).) Since the minimality of $u-\psi_{1}-\psi_{2}$ at $\left(x_{0}, t_{0}\right)$ implies

$$
u\left(x_{0}, t_{0}\right)-\psi_{1}\left(x_{0}, t_{0}\right)-\psi_{2}\left(x_{0}, t_{0}\right) \leq u\left(y, t_{0}-s\right)-\psi_{1}\left(y, t_{0}-s\right)-\psi_{2}\left(y, t_{0}-s\right),
$$

it thus follows from (4.7) that

$$
\begin{aligned}
& \psi_{1}\left(x_{0}, t_{0}\right)+\psi_{2}\left(x_{0}, t_{0}\right) \\
& \geq \psi_{1}\left(y, t_{0}-s\right)+\psi_{2}\left(y, t_{0}-s\right)+\int_{0}^{s} \hat{g}[\tau] d \tau-s^{2}
\end{aligned}
$$

where we set

$$
\begin{equation*}
\hat{g}[\tau]=g\left(\xi(\tau), t_{0}-\tau, \hat{\alpha}(\tau), \hat{\theta}[\hat{\alpha}](\tau)\right) . \tag{4.8}
\end{equation*}
$$

For simplicity of notation, we will also write

$$
\hat{f}[\tau]=f\left(\xi(\tau), t_{0}-\tau, \hat{\alpha}(\tau), \hat{\theta}[\hat{\alpha}](\tau)\right) .
$$

We thus get $s_{1}, s_{2} \in\left(t_{0}-s, t_{0}\right)$ such that

$$
\begin{aligned}
& \partial_{t} \psi_{1}\left(y, s_{1}\right) s+\partial_{t} \psi_{2}\left(y, s_{2}\right) s \\
& \geq-\left(\psi_{1}\left(x_{0}, t_{0}\right)-\psi_{1}\left(y, t_{0}\right)\right)-\left(\psi_{2}\left(x_{0}, t_{0}\right)-\psi_{2}\left(y, t_{0}\right)\right)+\int_{0}^{s} \hat{g}[\tau] d \tau-s^{2}
\end{aligned}
$$

which yields

$$
\begin{aligned}
& \partial_{t} \psi_{1}\left(y, s_{1}\right)+\partial_{t} \psi_{2}\left(y, s_{2}\right) \\
& \geq-\left(\frac{\left[\psi_{1}\left(x_{0}, t_{0}\right)-\psi_{1}\left(y, t_{0}\right)\right]_{+}}{d\left(x_{0}, y\right)}+\frac{\left|\psi_{2}\left(x_{0}, t_{0}\right)-\psi_{2}\left(y, t_{0}\right)\right|}{d\left(x_{0}, y\right)}\right) \frac{d\left(x_{0}, y\right)}{s}+\frac{1}{s} \int_{0}^{s} \hat{g}[\tau] d \tau-s .
\end{aligned}
$$

In view of (4.6), we also have

$$
\begin{equation*}
d\left(x_{0}, y\right) \leq \int_{0}^{s} \hat{f}[\tau] d \tau \tag{4.9}
\end{equation*}
$$

We thus get

$$
\begin{align*}
& \partial_{t} \psi_{1}\left(y, s_{1}\right)+\partial_{t} \psi_{2}\left(y, s_{2}\right) \\
& \geq-\frac{1}{s} \int_{0}^{s}\left\{\left(\frac{\left[\psi_{1}\left(x_{0}, t_{0}\right)-\psi_{1}\left(y, t_{0}\right)\right]_{+}}{d\left(x_{0}, y\right)}+\frac{\left|\psi_{2}\left(x_{0}, t_{0}\right)-\psi_{2}\left(y, t_{0}\right)\right|}{d\left(x_{0}, y\right)}\right) \hat{f}[\tau]-\hat{g}[\tau]\right\} d \tau-s . \tag{4.10}
\end{align*}
$$

Noticing that

$$
\begin{aligned}
& \limsup _{s \rightarrow 0} \frac{\left[\psi_{1}\left(x_{0}, t_{0}\right)-\psi_{1}\left(y, t_{0}\right)\right]_{+}}{d\left(x_{0}, y\right)} \leq\left|\nabla^{-} \psi_{1}\right|\left(x_{0}, t_{0}\right), \\
& \limsup _{s \rightarrow 0} \frac{\left|\psi_{2}\left(x_{0}, t_{0}\right)-\psi_{2}\left(y, t_{0}\right)\right|}{d\left(x_{0}, y\right)} \leq\left|\nabla \psi_{2}\right|^{*}\left(x_{0}, t_{0}\right),
\end{aligned}
$$

and $f, g$ satisfy (H1) and (H2), we have

$$
\begin{aligned}
& \partial_{t} \psi_{1}\left(y, s_{1}\right)+\partial_{t} \psi_{2}\left(y, s_{2}\right) \\
& \geq-\frac{1}{s} \int_{0}^{s}\left(f\left(x_{0}, t_{0}, \hat{\alpha}(\tau), \hat{\theta}[\hat{\alpha}](\tau)\right) p_{0}-g\left(x_{0}, t_{0}, \hat{\alpha}(\tau), \hat{\theta}[\hat{\alpha}](\tau)\right)\right) d \tau-o(1),
\end{aligned}
$$

which by (4.5) yields

$$
\partial_{t} \psi_{1}\left(y, s_{1}\right)+\partial_{t} \psi_{2}\left(y, s_{2}\right) \geq-\frac{1}{s} \int_{0}^{s} H\left(x_{0}, t_{0}, p_{0}\right) d \tau-\varepsilon-o(1)
$$

when $s>0$ is small. We recall that $p_{0}$ is given as in (4.4.
Since $\partial_{t} \psi_{1}$ and $\partial_{t} \psi_{2}$ are continuous, letting $s \rightarrow 0$ with $y=\xi(s) \rightarrow x_{0}$ and then $\varepsilon \rightarrow 0$, we obtain

$$
\partial_{t} \psi_{1}\left(x_{0}, t_{0}\right)+\partial_{t} \psi_{2}\left(x_{0}, t_{0}\right) \geq-H\left(x_{0}, t_{0},\left|\nabla^{-} \psi_{1}\right|\left(x_{0}, t_{0}\right)+\left|\nabla \psi_{2}\right|^{*}\left(x_{0}, t_{0}\right)\right) .
$$

Since $\psi_{1} \in \overline{\mathcal{C}}(Q)$ implies

$$
\left|\nabla^{+} \psi_{1}\right|=\left|\nabla \psi_{1}\right| \geq\left|\nabla^{-} \psi_{1}\right|
$$

and $b \in B$ is arbitrarily chosen, it follows that

$$
\begin{equation*}
\partial_{t} \psi_{1}\left(x_{0}, t_{0}\right)+\partial_{t} \psi_{2}\left(x_{0}, t_{0}\right)+H\left(x_{0}, t_{0},\left|\nabla \psi_{1}\right|\left(x_{0}, t_{0}\right)+\left|\nabla \psi_{2}\right|^{*}\left(x_{0}, t_{0}\right)\right) \geq 0, \tag{4.11}
\end{equation*}
$$

which yields (2.2).
Remark 4.4. In the proof above, one actually obtains a stronger result than (4.11), which reads

$$
\partial_{t} \psi_{1}\left(x_{0}, t_{0}\right)+\partial_{t} \psi_{2}\left(x_{0}, t_{0}\right)+H\left(x_{0}, t_{0},\left|\nabla^{-} \psi_{1}\right|\left(x_{0}, t_{0}\right)+\left|\nabla \psi_{2}\right|^{*}\left(x_{0}, t_{0}\right)\right) \geq 0 .
$$

In fact, if $u-\psi$ attains a local minimum at a point $\left(x_{0}, t_{0}\right) \in Q$ for $\psi \in \mathcal{C}(Q)$, we can follow the same argument in the proof to deduce

$$
\begin{equation*}
\partial_{t} \psi\left(x_{0}, t_{0}\right)+H\left(x_{0}, t_{0},\left|\nabla^{-} \psi\right|\left(x_{0}, t_{0}\right)\right) \geq 0 . \tag{4.12}
\end{equation*}
$$

This amounts to saying that in fact the value function $u$ satisfies the following strengthened property of supersolutions: $u$ is lower semicontinuous in $Q$ and (4.12) holds whenever there exists $\psi \in \mathcal{C}(Q)$ such that $u-\psi$ attains a local minimum at $\left(x_{0}, t_{0}\right) \in Q$.

We next verify the subsolution property of $u$. The proof is simpler than the supersolution case.

Proposition 4.5 (Subsolution property of game value). Assume that the assumptions in Theorem 4.1 hold. Then $u$ is a subsolution of (1.1).

Proof. Suppose that there exist $\left(x_{0}, t_{0}\right) \in Q, \psi_{1} \in \underline{\mathcal{C}}(Q)$ and $\psi_{2} \in \mathcal{C}(Q)$ such that $u-\psi_{1}-\psi_{2}$ attains a local maximum at $\left(x_{0}, t_{0}\right)$. In this case, we consider $\hat{\theta} \in \Theta_{B}$ such that

$$
u\left(x_{0}, t_{0}\right) \leq u\left(\xi(s), t_{0}-s\right)+\int_{0}^{s} g(\xi(\tau), t-\tau, \alpha(\tau), \hat{\theta}[\alpha](\tau)) d \tau+s^{2}
$$

holds for all $\alpha \in \mathcal{A}, \xi \in \mathbf{S}\left(x_{0}, t_{0} ; \alpha, \hat{\theta}[\alpha]\right)$ and $s>0$ small. Letting $\hat{\alpha} \equiv a$ in $(0, \infty)$ for an arbitrary $a \in A$, we can use the maximality of $u-\psi_{1}-\psi_{2}$ at $\left(x_{0}, t_{0}\right)$ to get

$$
\begin{aligned}
& \psi_{1}\left(x_{0}, t_{0}\right)+\psi_{2}\left(x_{0}, t_{0}\right) \\
& \leq \psi_{1}\left(\xi(s), t_{0}-s\right)+\psi_{2}\left(\xi(s), t_{0}-s\right)+\int_{0}^{s} \hat{g}[\tau] d \tau+s^{2}
\end{aligned}
$$

for all $\xi \in \mathbf{S}\left(x_{0}, t_{0} ; \hat{\alpha}, \hat{\theta}[\hat{\alpha}]\right)$ and $s>0$ small, where $\hat{g}$ is defined as in 4.8) but with different $\hat{\theta}$ and $\hat{\alpha}$ chosen here. We also similarly use the notation $\hat{f}$ below as well.

Note that by Proposition 3.1, for any $y \neq x_{0}$ near $x_{0}$, we can find $\xi \in S\left(x_{0}, t_{0}, \hat{\alpha}, \hat{\theta}[\hat{\alpha}]\right)$ and

$$
\begin{equation*}
d\left(x_{0}, y\right) / M \leq \tau_{1} \leq d\left(x_{0}, y\right) / m \tag{4.13}
\end{equation*}
$$

such that $y=\xi\left(\tau_{1}\right)$. It thus follows that

$$
\psi_{1}\left(x_{0}, t_{0}\right)+\psi_{2}\left(x_{0}, t_{0}\right) \leq \psi_{1}\left(y, t_{0}-\tau_{1}\right)+\psi_{2}\left(y, t_{0}-\tau_{1}\right)+\int_{0}^{\tau_{1}} \hat{g}[\tau] d \tau+\tau_{1}^{2}
$$

for any $y \neq x_{0}$ near $x_{0}$ with some $\tau_{1}$ satisfying 4.13.
We can then expand the inequality around $\left(x_{0}, t_{0}\right)$ to get

$$
\begin{align*}
& \partial_{t} \psi_{1}\left(y, s_{1}\right) \tau_{1}+\partial_{t} \psi_{2}\left(y, s_{2}\right) \tau_{1}+\psi_{1}\left(x_{0}, t_{0}\right)-\psi_{1}\left(y, t_{0}\right) \\
& \leq \psi_{2}\left(y, t_{0}\right)-\psi_{2}\left(x_{0}, t_{0}\right)+\int_{0}^{\tau_{1}} \hat{g}[\tau] d \tau+\tau_{1}^{2} \tag{4.14}
\end{align*}
$$

We divide our discussion into the following two cases.
Case 1. $\left|\nabla^{-} \psi_{1}\right|\left(x_{0}, t_{0}\right)=0$. Then $\left|\nabla \psi_{1}\right|\left(x_{0}, t_{0}\right)=0$ holds as well due to the condition that $\psi_{1} \in \underline{\mathcal{C}}(Q)$. It follows that

$$
\lim _{y \rightarrow x} \frac{\left|\psi_{1}\left(y, t_{0}\right)-\psi_{1}\left(x_{0}, t_{0}\right)\right|}{d\left(x_{0}, y\right)}=0 .
$$

By (4.14), we thus that

$$
\begin{aligned}
& \partial_{t} \psi_{1}\left(y, s_{1}\right)+\partial_{t} \psi_{2}\left(y, s_{2}\right)-\left|\frac{\psi_{1}\left(x_{0}, t_{0}\right)-\psi_{1}\left(y, t_{0}\right)}{d\left(x_{0}, y\right)}\right| \frac{d\left(x_{0}, y\right)}{\tau_{1}} \\
& \leq\left|\frac{\psi_{2}\left(x_{0}, t_{0}\right)-\psi_{2}\left(y, t_{0}\right)}{d\left(x_{0}, y\right)}\right| \frac{d\left(x_{0}, y\right)}{\tau_{1}}+\int_{0}^{\tau_{1}} \hat{g}[\tau] d \tau+\tau_{1}^{2} .
\end{aligned}
$$

Letting $y \rightarrow x_{0}$ with $\tau_{1} \rightarrow 0$, we deduce

$$
\partial_{t} \psi_{1}\left(x_{0}, t_{0}\right)+\partial_{t} \psi_{2}\left(x_{0}, t_{0}\right) \leq \max _{b \in B}\left\{\left|\nabla \psi_{2}\right|^{*}\left(x_{0}, t_{0}\right) f\left(x_{0}, t_{0}, a, b\right)+g\left(x_{0}, t_{0}, a, b\right)\right\} .
$$

Due to the arbitrariness of $a \in A$, it follows that

$$
\partial_{t} \psi_{1}\left(x_{0}, t_{0}\right)+\partial_{t} \psi_{2}\left(x_{0}, t_{0}\right)+H\left(x_{0}, t_{0},-\left|\nabla \psi_{2}\right|^{*}\left(x_{0}, t_{0}\right)\right) \leq 0,
$$

where we adopt the extended Hamiltonian $H(x, t, p)$ for $p \in \mathbb{R}$. This gives (2.1) with $\left|\nabla \psi_{1}\right|\left(x_{0}, t_{0}\right)=0$.

Case 2. $\left|\nabla^{-} \psi_{1}\right|\left(x_{0}, t_{0}\right)>0$. Then we can find a sequence $y_{j}\left(\neq x_{0}\right)$ such that $y_{j} \rightarrow x_{0}$ and

$$
\begin{equation*}
\frac{\psi_{1}\left(x_{0}, t_{0}\right)-\psi_{1}\left(y_{j}, t_{0}\right)}{d\left(x_{0}, y_{j}\right)} \rightarrow\left|\nabla^{-} \psi_{1}\right|\left(x_{0}, t_{0}\right) \tag{4.15}
\end{equation*}
$$

as $j \rightarrow \infty$. Let $\xi_{j} \in S\left(x_{0}, t_{0} ; \hat{\alpha}, \hat{\theta}[\hat{\alpha}]\right)$ be the corresponding curve with $h_{j}>0$ satisfying $\xi_{j}\left(h_{j}\right)=y_{j}$.

Applying (4.14) at $y=y_{j}$ and $\tau_{1}=h_{j}$ for all $j \geq 1$, we get

$$
\begin{aligned}
& \partial_{t} \psi_{1}\left(y_{j}, s_{1}\right)+\partial_{t} \psi_{2}\left(y_{j}, s_{2}\right) \\
& \leq \frac{1}{h_{j}} \int_{0}^{h_{j}}\left\{\left(\frac{\psi_{1}\left(y_{j}, t_{0}\right)-\psi_{1}\left(x_{0}, t_{0}\right)}{d\left(x_{0}, y_{j}\right)}+\frac{\left|\psi_{2}\left(x_{0}, t_{0}\right)-\psi_{2}\left(y_{j}, t_{0}\right)\right|}{d\left(x_{0}, y_{j}\right)}\right) \hat{f}[\tau]+\hat{g}[\tau]\right\} d \tau+h_{j}
\end{aligned}
$$

Sending $j \rightarrow \infty$, by 4.15 we deduce that

$$
\begin{aligned}
& \partial_{t} \psi_{1}\left(x_{0}, t_{0}\right)+\partial_{t} \psi_{2}\left(x_{0}, t_{0}\right) \\
& \leq \max _{b \in B}\left\{\left(-\left|\nabla^{-} \psi_{1}\right|\left(x_{0}, t_{0}\right)+\left|\nabla \psi_{2}\right|^{*}\left(x_{0}, t_{0}\right)\right) f\left(x_{0}, t_{0}, a, b\right)+g\left(x_{0}, t_{0}, a, b\right)\right\}
\end{aligned}
$$

Since $\left|\nabla^{-} \psi_{1}\right|=\left|\nabla \psi_{1}\right|$ holds and $a \in A$ is arbitrarily taken, we are led to

$$
\partial_{t} \psi_{1}\left(x_{0}, t_{0}\right)+\partial_{t} \psi_{2}\left(x_{0}, t_{0}\right)+H\left(x_{0}, t_{0},\left|\nabla \psi_{1}\right|\left(x_{0}, t_{0}\right)-\left|\nabla \psi_{2}\right|^{*}\left(x_{0}, t_{0}\right)\right) \leq 0
$$

which gives the desired relation (2.1) again.

We are now able to complete the proof of Theorem 4.1.

Proof of Theorem 4.1. We have shown in Proposition 4.2 that $u$ is uniformly continuous in $\mathbf{X} \times[0, T)$ for any $T>0$; in particular, there exist $x_{0} \in \mathbf{X}$ and $C>0$ such that

$$
|u(x, t)| \leq C\left(1+d\left(x_{0}, x\right)\right)
$$

for all $x \in \mathbf{X}$ and $t \in[0, T)$. Moreover, $u$ satisfies (4.3) and therefore

$$
\sup _{x \in \mathbf{X}}\left|u(x, t)-u_{0}(x)\right| \rightarrow 0 \quad \text { as } t \rightarrow 0
$$

Since $u$ is a solution of (1.1), as proved in Proposition 4.3 and Proposition 4.5 , we conclude by Theorem 2.2 that $u$ is the unique solution of (1.1) and (1.2).
4.3. Further discussions. Let us present one typical simple example of the Hamiltonian $H$ that satisfies the assumptions ( H 1$)-(\mathrm{H} 3)$ and give some further discussions.

Example 4.6. Let $A=[1,2], B=[0,1]$, and

$$
f(x, t, a, b)=a-b+1, \quad g(x, t, a, b)=\frac{1}{2} a^{2}-\frac{1}{2} b^{2}
$$

for $(x, t) \in Q, a \in A, b \in B$. In this case, the Hamiltonian given in 1.3 does not depend on $x$ and $t$. In fact, by direct calculations, we can express the Hamiltonian as

$$
H(x, t, p)= \begin{cases}-\frac{1}{2} p^{2}+2 p-\frac{1}{2} & \text { for } p \in[0,1) \\ \frac{1}{2} p^{2}+\frac{1}{2} & \text { for } p \in[1,2) \\ 2 p-\frac{3}{2} & \text { for } p \in[2, \infty)\end{cases}
$$

It is clear that $H$ is neither convex nor concave with respect to $p$.

However, as reflected by this example, due to our assumptions on $f$ and $g$ especially (H3), the Hamiltonian we consider in this work is strictly increasing in $p \in(0, \infty)$ and (weakly) coercive in the sense that $\inf _{(x, t) \in K} H(x, t, p) \rightarrow \infty$ uniformly as $p \rightarrow \infty$ for any bounded set $K \subset \mathbb{R}^{n} \times(0, \infty)$. We used (H3) to obtain the uniform continuity of the value function. It is not clear to us if the representation formula is still valid in general metric spaces without this assumption.

We finally discuss the situation when we have inf sup rather than supinf in the definition of value function (1.5). In the Euclidean space, it is related to the notion of Nash equilibrium. For a pay-off function $J(x, t ; \alpha, \beta)$, we call $u$ and $\tilde{u}$ defined by

$$
\begin{aligned}
& u(x, t)=\sup _{\theta \in \Theta_{B}} \inf _{\alpha \in \mathcal{A}} J(x, t ; \alpha, \theta[\alpha]) \\
& \tilde{u}(x, t)=\inf _{\theta \in \Theta_{A}} \sup _{\beta \in \mathcal{B}} J(x, t ; \theta[\beta], \beta)
\end{aligned}
$$

upper value function and lower value function respectively. We say that the game has a Nash equilibrium if $u$ and $\tilde{u}$ coincide in $\mathbb{R}^{n} \times[0, \infty)$ for a common initial value function. In fact, to prove the existence of the Nash equilibrium, we usually need to show that $u$ and $\tilde{u}$ satisfy the same equation.

We are not able to generalize this notion in our general geometric setting. As mentioned several times above, in the game with value function (1.5), Player A needs to determine a Lipschitz curve $\xi$ in addition to a control from $\mathcal{A}$. If we attempt to consider the lower value function by exchanging the roles of both players in our game, then $\tilde{u}$ will be given by (1.7). It means that this time Player B will choose the curve most favorable to him to continue the game. This will change significantly the corresponding Hamilton-JacobiIsaacs equation. Following the proofs of our previous results, one can show that $\tilde{u}$ defined by (1.7) is a viscosity solution of

$$
\partial_{t} u+\tilde{H}(x, t,|\nabla u|)=0 \quad \text { in } \mathbf{X} \times(0, \infty),
$$

where $\tilde{H}$ is given by

$$
\tilde{H}(x, t, p)=\min _{b \in B} \max _{a \in A}\{-f(x, t, a, b) p-g(x, t, a, b)\}
$$

for $(x, t) \in \mathbf{X} \times(0, \infty)$ and $p \geq 0$. In general, one cannot expect that $\tilde{H}=H$ holds. For $A, B, f$ and $g$ given in Example 4.6, it is easily seen that

$$
\tilde{H}(x, t, p)=-2 p-\frac{1}{2}
$$

for $x \in \mathbf{X}, t \in(0, \infty)$ and $p \geq 0$, which is different from $H$. In general, for any $(x, t) \in$ $\mathbf{X} \times(0, \infty)$, as $p \rightarrow \infty$, we have

$$
H(x, t, p) \rightarrow \infty \quad \text { but } \quad \tilde{H}(x, t, p) \rightarrow-\infty .
$$
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