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Resurgent structure in integral



· Airy integral
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In integral, original contour decomposes into steepest decent contours 
(Lefschetz thimbles) associated with complex saddles

Thimbles associated with distinct saddles have 
nontrivial relation via Stokes phenomena 

Resurgent structure in integral
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Complex saddle contributions in thimble decomposition 
(Steepest descent method)
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· Airy integral

Complex saddle contributions in thimble decomposition 
(Steepest descent method)
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Stokes phenomenon : at special arg[g2], 
thimble decomposition discretely changes
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Complex saddle contributions in thimble decomposition 
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Complex saddle contributions in thimble decomposition 
(Steepest descent method)

· Airy integral

Thimble decomposition is discretely 
changed at Stokes line. 
Airy function is continuous even at the 
Stokes line.
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Two thimbles have resurgent relation via 
ambiguity due to Stokes phenomena !

C = J�

arg[g2] =
2⇡

3
+arg[g2] =

2⇡

3
�

Complex saddle contributions in thimble decomposition 
(Steepest descent method)

· Airy integral

Thimble decomposition is discretely 
changed at Stokes line. 
Airy function is continuous even at the 
Stokes line.
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Resurgent structure in quantum mechanics
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I. INTRODUCTION

d2ψ

dx2
=

2m(V (x)− E)

!2 ψ (1)

[
H0 + g2Hpert

]
ψ(x) = Eψ(x) (2)

S =

∫
dt

[
m

2

(
dx

dt

)2

− V (x)

]
(3)

SE =

∫
dτ

[
m

2

(
dx

dτ

)2

+ V (x)

]
(4)

〈x = a|e−iHt/!|x = b〉 =

∫
d[x(t)] eiS[x(t)]/! (5)

〈x = a|e−Hτ/!|x = b〉 =

∫
d[x(τ)] e−SE [x(τ)]/! (6)

P (a → b) ≈ e−
1
!
∫ b
a dx

√
2mV (x) (7)

[29]. The divergence encodes physical information about the saddles of ordinary integrals, or

path integrals of quantum mechanics and quantum field theory, as a consequence of Darboux’s

theorem [1, 3]. We recall a few relevant definitions and motivate (known) generalizations of

those definitions by using simple quantum mechanics.

Let P (g2) denote a perturbative asymptotic series that satisfies the “Gevrey-1” condition:

P (g2) =
⇥�

q=0

aqg
2q, Gevrey � 1 : |aq| ⇥ CRqq! (6.1)

for some positive constants C and R [5, 7]. Known examples of perturbative series that arise

in quantum mechanics and QFT satisfy the “Gevrey-1” condition [29]. We denote the Borel

transform of P (�) by BP (t) and define it as

BP (t) :=
⇥�

q=0

aq
q!
tq. (6.2)

The formal Borel transform determines “a germ of a holomorphic function” at t = 0, with

a finite radius of convergence. Next, one analytically continues the obtained germ BP (t)

to the whole complex t-plane, called the Borel plane. We also assume that the analytic

continuation of the Borel transform BP (t) is “endlessly continuable”. That roughly means

that the function is represented by an analytic function with a discrete set of singularities

(poles or cuts) on its Riemann surface. The Borel resummation of P (g2), when it exists, is

defined as the Laplace transform of the analytic continuation of the germ:

B(g2) = 1

g2

⇥ ⇥

0
BP (t)e�t/g2dt . (6.3)

In quantum theories with multiple-degenerate vacua, (but no instability of any kind), per-

turbation theory is typically a non-alternating Gevrey-1 series, hence non Borel resummable

[20, 21, 24, 26, 27, 29]. Non-Borel summability means that there is no unique answer in

perturbation theory; i.e., resummed perturbation theory does not produce a unique answer

for a physical observable which ought to be unique, for example, the ground state energy. Of

course, this is senseless. This means that perturbation theory (re-summed or otherwise) is

insu⇤cient to define the theory.

In certain cases, a perturbative sum which is not Borel summable becomes Borel summable

upon continuation g2 ⇤ �g2, see Fig. 2. In simple quantum mechanics, let us mention an

example that is directly relevant for our purpose [21]. Perturbation theory for the peri-

odic potential V (x) = 1
g2 sin

2(gx) is non-Borel summable, whereas perturbation theory for

V (x) = 1
g2 sinh

2(gx) is Borel summable. [Recall and compare with the 0-dimensional parti-

tion functions discussed in Section 1.6]. Both series are, of course, asymptotic and divergent.

The di�erence between the two is that the asymptotic series which arises in the first case is

non-alternating, whereas the series in the latter is just the alternating version of the former.

Let us refer to the Borel resummed series for the latter, Borel resummable series, as B0(g2).

– 50 –

Singularities on positive real 
axis leads to ambiguity
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Borel transform can have singularities on positive real axis

B(g2e⌥i✏) =

Z 1e±i✏

0

dt

g2
e
� t

g2 BP (t)

Perturbation and Borel resummation

Perturbative series is often 
divergent factorially

aq / q!
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This should be cancelled by that from
non-perturbative contribution!

We can study non-perturbative effect in terms of  
perturbative Borel resummation and resurgent structure !
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Im[B(g2)] ⇡ e
� A

g2

B(g2e⌥i✏) = Re[B(g2)]± iIm[B(g2)]

Perturbation and Borel resummation

Perturbative series is often 
divergent factorially

aq / q!



Complex bion solution as non-pert. contribution
2

FIG. 1: Real and complex solutions in the inverted tilted double well
potential. The inverted potential (on the real axis) is shown in black,
the real bounce and associated critical and turning points are shown
in red, and the pair of complex bions and turning and critical points
are blue. The blue points correspond to zcr

1 and zT ,z⇤T in (6). Note
that the motion takes place in the real and imaginary parts of the
complex potential, as explained in the text.

where we have used the Cauchy-Riemann equations ∂xVr =
∂yVi, and ∂yVr = �∂xVi. An important aspect of (2) is that it
does not describe an ordinary two-dimensional classical me-
chanical system: the holomorphic classical mechanics is not
the same as the motion of a particle in the two-dimensional
inverted potential �Vr(x,y). Instead of the usual Newton
equations with force ~—Vr(x,y), the force in the x-direction is
due to —xVr(x,y) while the force in the y-direction is due to
�—yVr(x,y). This has interesting consequences.

Supersymmetric quantum mechanics: Consider supersym-
metric quantum mechanics with the superpotential W (x)

S =
Z

dt
� 1

2 ẋ
2 + 1

2 (W 0)2 +[ȳẏ+ pW 00ȳy]
�
, (3)

corresponding to p = 1. The parameter p will be used to
deform the theory away from the supersymmetric point [9].
We choose W (x) with more than one critical point, so that
there will be real instantons. By projecting to fermion number
eigenstates one obtains a pair of Hamiltonians H± [24]:

H± = 1
2 p̂

2 +V±(x) , V±(x) =
1
2 (W 0(x))2 ± p

2 W 00(x) . (4)

In the following we consider superpotentials of the form
W (x) = 1

gW (
pgx), and rescale x =pgx. Then the Euclidean

action takes the form SE = 1
g
R

dt( 1
2 ẋ2+V±(x)). We work with

the bosonized description (4). Note that compared to the orig-
inal bosonic potential 1

2 (W
0)2 the bosonized theory contains

an O(g) term that arises from integrating out the fermions.
The quantum modified holomorphic equations of motion in
the inverted potential �V+(z) is

d2z
dt2 =W 0(z)W 00(z)+

pg
2

W 000(z) . (5)

FIG. 2: Complex bion solution in supersymmetric quantum mechan-
ics with a double well potential. The black and red lines show the
real and imaginary part of the solution for pg = 1 · 10�6. The char-
acteristic size of the solution is Re[2t0]' 1

2 log 16
pg . For larger values

of pg the two tunneling event merge.

Double well potential: Consider W (x) = x3/3� x, so that
V (x) is an asymmetric double well potential with an O(g)
“tilt”. The ground state energy of the system is zero to all or-
ders in perturbation theory, but non-perturbatively supersym-
metry is spontaneously broken and the ground state energy
is non-zero and positive [24]. Note that the positivity of the
ground state energy is a consequence of the SUSY algebra,
H = 1

2{Q, Q̄}, where Q and Q̄ are the SUSY generators.
In the original formulation (3) this can be understood as the

contribution from approximate instanton-anti-instanton solu-
tions of the bosonic potential 1

2 (W
0)2 [9]. In the bosonized

version we seek classical solutions in the inverted potential
�V+. However, the real equations of motion in the inverted
potential have no finite action configurations except for the
trivial perturbative saddle, and an exact (real) bounce solu-
tion. But this bounce is related to the false vacuum and is
not directly relevant for ground state properties, which are de-
termined by saddles starting at the global maximum of the
inverted potential. But the real motion of a classical particle
starting at such a global maximum is unbounded, and has in-
finite action.

On the other hand, the holomorphic Newton’s equation (5)
does support finite action solutions starting from the global
maximum. There are exact finite action complex solutions
that start at the global maximum of the inverted potential and
bounce back from one of the two complex turning points,
whose real part is located near the top of the local maximum,
see Fig. 1. We refer to this as the “complex bion” solution:

zcb(t) = zcr
1 �

zcr
1 � zT

2
coth

⇣wcbt0
2

⌘
tanh

✓
wcb(t + t0)

2

◆

� tanh
✓

wcb(t � t0)
2

◆�
, (6)

where zcb(±•) = zcr
1 is the global maximum of the inverted

potential, and zT =�zcr
1 ± i

p
pg/(�zcr

1 ) are the complex turn-

d2z

d⌧2
=

@V

@z
x ! z = x+ iy

zcb(⌧) = z1 �
(z1 � zT )

2
coth

!⌧0
2


tanh

!(⌧ + ⌧0)

2
� tanh

!(⌧ � ⌧0)

2

�
zT , ⌧0 2 C

The imaginary ambiguity from bion cancels that from perturbative series

・Contribution from complex bion to E0

・Complex bion solutions

Ecb =
e
� 1

3g2

⇡g2

✓
g2

2

◆✏ 
� cos(✏⇡)�(✏)± i⇡

�(1� ✏)

�

Behtash, et.al. (15) Fujimori, et.al. (16)(17)

ex.) double-well QM
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⇣
�

~2

2
d2

dx2 + V (x)
⌘
 (x) = E (x)

Schrödinger eq.

D(E) = 0

exact quantization condition

1
2⇡i

H
pdx ' (N + 1

2 ) +O(e�
S
~ )

generalized Bohr-Sommerfeld

G(E) = �
�
�E logD(E)

G(E) '
X

n

X

p.p.o.

(�1)nein
�
pdx

Gutzwiller trace formula

Z(�) = 1
2⇡i

R ✏+i1
✏�i1 G(E)e��EdE

Z(�) =
X

n

e��En

spectral summation form

Z(�) =
X

n

an~n + e�
S1
~
X

n

bn~n + e�
S2
~
X

n

cn~n + ...

path integral(trans-series) form

exact-WKB

expand

inverse Laplace transform

calculate the residues

integral by parts and expand logD(E)

FIG. 1. The relation among several quantization methods. We can identify the resurgent structure of each

case without approximation from the exact-WKB.

III. S1 QUANTUM MECHANICAL SYSTEM

A. Quantization condition

We here discuss the exact-WKB analysis for the 2⇡-periodic potential, V (x) = 1� cos(x) as an

typical case of S1 quantum mechanical systems. We will obtain the Gutzwiller trace formula of

this system too.

FIG. 1. The relation among several quantization methods(ZN -shift symmetry given by x ! x + 2p⇡/N .).
We can identify the resurgent structure of each case without approximation from the exact-WKB.

Stokes graphs can be expressed as a network of Airy type or degenerate Weber type building blocks.

We show how the perturbative and non-perturbative cycles are related in terms of the resurgent

structures. The resultant quantization condition is in exact agreement to the conjectured one by

Zinn-Justin–Jentschura [7] and Dunne-Unsal [13]. We also exhibit the dictionary to connect the

cycles of the Airy-type (E0 6= 0) and degenerate Weber-type (E0 = 0) Stokes graphs, where the

latter is more suitable for merging pair of turning points.

This paper is constructed as follows: In Section IB, we review the exact WKB analysis, with

emphasis on its relation to the resurgence theory and the known quantization conditions, based

on our previous work. In Section II, we study the quantum mechanical systems on S1 (periodic-

potential systems) by the exact-WKB method with the Airy-type Stokes graph, and obtain the

• Exact-WKB leads to 
exact quantization 
condition.

• Fredholm det. & 
resolvent leads to 
Gutzwiller formula and 
partition function

• Maslow index is 
identified as 
intersection #

• We end up with 
complete trans-series 
including both pert. & 
non-pert.

Sueishi, Kamata, TM, Unsal, [arXiv:2103.06586]
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FIG. 7. Perturbative cycles (A,C) and a non-perturbative cycle (B) for the symmetric double-well potential.

The perturbative cycles, A and C, are defined as oriented cycles enclosing (a1, a2) and (a3, a4), respectively,

and the non-perturbative cycle, B, is an oriented cycle enclosing (a2, a3) and intersecting with the two

branch cuts.

As we did for the harmonic oscillator in Sec. IIID, we obtain the quantization condition from

the normalized condition by performing the analytical continuation of the wave function from �1

to 1 using the connection formulas.

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

0

B@
 +
a1,I

(x)

 �
a1,I

(x)

1

CA = M+Na1a2M+Na2a3M+M�Na3a4M�Na4a3Na3a2Na2a1

0

B@
 +
a1,II

(x)

 �
a1,II

(x)

1

CA for Im ~ > 0

0

B@
 +
a1,I

(x)
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a1,I

(x)

1

CA = M+Na1a2M+M�Na2a3M�Na3a4M�Na4a3Na3a2Na2a1

0

B@
 +
a1,II

(x)

 �
a1,II

(x)

1

CA for Im ~ < 0

(82)

The quantization condition for this case is given by

D /

8
><

>:

(1 +A+)(1 + C+) +A+B+ = 0 for Im ~ > 0

(1 +A�)(1 + C�) + C�B� = 0 for Im ~ < 0
, (83)

where the cycles are defined as16

A = e
H
A
Sodd , B = e

H
B
Sodd , C = e

H
C
Sodd = 1/A (84)

and C± := S±[C] for C 2 {A,B,C} as shown in Fig. 7. The A and C cycles are perturbative and

16
C is the same as A on the other Riemann sheet (See the index of Stokes curve) since the potential is symmetric.

• Normalization condition in x → -∞ gives quantization condition among cycles

• leads to trans-series-form partition function, and resurgent relation among 
A(pert.) and B(bion non-pert.) :  DDP formula

Complete 
resurgent structure

Exact-WKB tells us complete resurgent structure
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IV. SYMMETRIC DOUBLE-WELL POTENTIAL

We consider the exact-WKB analysis for the symmetric double-well potential. It is known that

(1) the leading non-perturbative contribution to its ground state energy comes from the instanton

configuration, and (2) the Borel ambiguity of the perturbation theory for the ground state is

cancelled by that of the bion (correlated instanton–anti-instanton configuration) contribution. This

pattern continue to higher states under the barrier. The exact form of the bion contribution can

be obtained from the quasi-zero mode integration (quasi-moduli integral). We first review the

resurgent structure of the partition function in this system. Then, we find an explicit mapping

between this construction and Gutzwiller’s quantization. In doing so, we figure out the relation

between the phase ambiguity of quasi-moduli integral, the topological properties of the Stokes

curve in terms of Gutzwiller’s quantization.

For the symmetric double-well potential, Q(x) = 2(V (x)�E) = (x�a1)(x�a2)(x�a3)(x�a4)

where ai are turning points. Then the Stokes curve of this systems15 is schematically depicted as

shown in Fig. 6.

�
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�

a4

+

+

a2 a3

+

�

�

+

� �

x

I II

�

+

a1 +

�

a4

+

+
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+

�

+
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I II

FIG. 6. The Stokes graph for the double-well potential with Im ~ > 0 (Left panel) and Im ~ < 0 (Right

panel). We took the two branch cuts such that their end-points are turning points (a1, a2) and (a3, a4). We

take the orbit for obtaining the quantization condition from the left to the right below the real contour.

15 This Stokes curve corresponds to the low energy region, to energies below the barrier height. Above the barrier
height, two of the real turning points, a2 and a3 turns into complex conjugate turning points. Even in high energy
region, we can show the topological structure of Stokes curve is corresponding to phase ambiguity.
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IV. SYMMETRIC DOUBLE-WELL POTENTIAL

We consider the exact-WKB analysis for the symmetric double-well potential. It is known that

(1) the leading non-perturbative contribution to its ground state energy comes from the instanton

configuration, and (2) the Borel ambiguity of the perturbation theory for the ground state is

cancelled by that of the bion (correlated instanton–anti-instanton configuration) contribution. This

pattern continue to higher states under the barrier. The exact form of the bion contribution can

be obtained from the quasi-zero mode integration (quasi-moduli integral). We first review the

resurgent structure of the partition function in this system. Then, we find an explicit mapping

between this construction and Gutzwiller’s quantization. In doing so, we figure out the relation

between the phase ambiguity of quasi-moduli integral, the topological properties of the Stokes

curve in terms of Gutzwiller’s quantization.

For the symmetric double-well potential, Q(x) = 2(V (x)�E) = (x�a1)(x�a2)(x�a3)(x�a4)

where ai are turning points. Then the Stokes curve of this systems15 is schematically depicted as

shown in Fig. 6.
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FIG. 7. Perturbative cycles (A,C) and a non-perturbative cycle (B) for the symmetric double-well potential.

The perturbative cycles, A and C, are defined as oriented cycles enclosing (a1, a2) and (a3, a4), respectively,

and the non-perturbative cycle, B, is an oriented cycle enclosing (a2, a3) and intersecting with the two

branch cuts.

As we did for the harmonic oscillator in Sec. IIID, we obtain the quantization condition from

the normalized condition by performing the analytical continuation of the wave function from �1

to 1 using the connection formulas.

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

0

B@
 +
a1,I

(x)

 �
a1,I

(x)

1

CA = M+Na1a2M+Na2a3M+M�Na3a4M�Na4a3Na3a2Na2a1

0

B@
 +
a1,II

(x)

 �
a1,II

(x)

1

CA for Im ~ > 0

0

B@
 +
a1,I

(x)

 �
a1,I

(x)

1

CA = M+Na1a2M+M�Na2a3M�Na3a4M�Na4a3Na3a2Na2a1

0

B@
 +
a1,II

(x)

 �
a1,II

(x)

1

CA for Im ~ < 0

(82)

The quantization condition for this case is given by

D /

8
><

>:

(1 +A+)(1 + C+) +A+B+ = 0 for Im ~ > 0

(1 +A�)(1 + C�) + C�B� = 0 for Im ~ < 0
, (83)

where the cycles are defined as16

A = e
H
A
Sodd , B = e

H
B
Sodd , C = e

H
C
Sodd = 1/A (84)

and C± := S±[C] for C 2 {A,B,C} as shown in Fig. 7. The A and C cycles are perturbative and

16
C is the same as A on the other Riemann sheet (See the index of Stokes curve) since the potential is symmetric.
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FIG. 8. Relationship between a periodic orbit and the Maslov index for the symmetric double-well potential.
The index (�1)n is determined by counting D�2

A B in Eq.(98), as a unit. D�2
A B includes two infinite number

of A-cycles (D�1
A = 1

1+A ) and one B-cycle (B).

the period of the classical orbit. Using these quantities, G(E) can be expressed as

G(E) = Gp +Gnp (96)

Gp(E) = i
1

~TA

1X

n=1

(�1)nAn + i
1

~TA

1X

n=1

(�1)nA�n, (97)

Gnp(E) = � @

@E

�
D�2

A
B
� 1X

n=1

(�1)n(D�2
A

B)n, (98)

D�2
A

B =

8
><

>:

B
�P1

k=1(�1)kA�k
��P1

l=1(�1)lA�l
�

(Im ~ > 0)

B
�P1

k=1(�1)kAk
��P1

l=1(�1)lAl
�

(Im ~ < 0)
(99)

This is exactly the form of Gutzwiller’s quantization in Eq. (26) including the quantum corrections.

Note that the quantum period and each cycle contain the quantum corrections (e.g. TA = TA,cl +

O(~), A = e
i

~
H
A
p +O(~)). It is important to remind ourselves that the (�1) associated with each

cycle can be interpreted as the factor coming from Maslov index (See Sec. II B 1).

Our result shows what p.p.o. are and how to add them up explicitly, and it is by no means

obvious. Perhaps, we should take exact quantization condition and the corresponding resolvent

Eq.(92) as the precise meaning of the Gutzwiller’s sum. The perturbative part consists of the

infinite number of A cycles and the non-perturbative part is made up of the infinite number of A

cycles and B cycle. The change of topology of the Stokes curves corresponds to the reversal of the

direction of the A cycle of the non-perturbative term. As we show later, this transition can give

the new perspective of the quasi-moduli integration.
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B. Partition function

In this subsection, we calculate the partition function based on the resolvent method in Sec.III E.

In particular, when evaluating the partition function using path integral, it is important to evaluate

the contribution of the integral called quasi-moduli integral(QMI). It is shown that this can be

evaluated explicitly by the calculation using exact WKB. We also show that the partition function

itself is invariant under the Borel sum.

1. Comparison to quasi-moduli integral

Using the decomposition of resolvent given in (92), we can write the partition function as

Z = Zp(�) + Znp(�) (100)

where

Zp(�) =
1

2⇡i

Z
✏+i1

✏�i1


� @

@E
log(1 +A)

�
e��EdE +

1

2⇡i

Z
✏+i1

✏�i1


� @

@E
log

�
1 +A�1

��
e��EdE,

(101)

and

Znp(�) =
1

2⇡i

Z
✏+i1

✏�i1


� @

@E
log

✓
1 +

B

D2
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◆�
e��EdE
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1

2⇡i

Z
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log
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B
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1
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Z
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✏�i1

1X

n=1

1

n

✓
� B

D2
A

◆
n

e��EdE , (102)

where we have used integration by parts moving to the second line. We now clarify the relation

between the above quasi-moduli integral and our result on the non-perturbative contribution

Znp(�) = �
1

2⇡i

Z
✏+i1

✏�i1

1X

n=1

1

n

✓
� B

D2
A

◆
n

e��EdE , (103)
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Exact-WKB analysis for S1 quantum mechanics

7

tion of the Stokes graph in the exact-WKB analysis, where the perturbative and nonperturbative

contributions correspond to the di↵erent cycles crossing the Stokes curves.

In the exact-WKB analysis, the Stokes phenomenon and the related resurgent structure between

the perturbative and nonperturbative contributions are determined by the Stokes curve and its

associated monodromy matrix. It is notable that the Stokes curve is uniquely determined by the

lowest order of the WKB expansion, i.e., the classical potential.

Earlier work [64] also brought an understanding of the relation between the exact-WKB analysis

and the other known quantization methods. In particular, the trace of resolvent G(E) gives the

Gutzwiller trace formula [82],

G(E) = tr
1

bH � E
= i

X

p.p.o.

1X

n=1

T (E) ein
H
p.p.o. pdx(�1)n

✓����det
�2S

�x�x

����

◆�1/2

, (4)

This form is interpreted as the intermediate quantization method between the path integral and

the Bohr-Sommerfeld quantizations. This method gives the resolvent of the system by summing

up periodic classical solutions.

These facts are summarized in the flowchart shown in Fig. 1. It is important to note that, since

the Fredholm determinant D(E) obtained by the exact-WKB analysis is exact, what follows from

there, e.g. the trace of resolvent G(E) and the partition function Z(�) are also exact.

II. S1 QUANTUM MECHANICAL SYSTEM WITH AIRY-TYPE STOKES GRAPHS

A. Quantization condition

We here discuss the exact-WKB analysis for the particle on a circle, x 2 S1, where x ⇠ x+ 2⇡

are physically identified, in the presence of the potential, V (x) = 1 � cos(x). Since the target

space is S1, we can turn on topological ✓ angle, which correspond to the insertion of the Aharanov-

Bohm flux through the circle. Our main purpose is to derive the quantization condition from

the periodicity condition of the system and WKB-wave function  (x + 2⇡) = e�i✓ (x). In the

sequential subsections, we will obtain the Gutzwiller trace formula of this system, then we will

extend our analysis to the cases with V (x) = 1 � cos(Nx), corresponding to N -minima in the

fundamental domain.

ex.)
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FIG. 2. The Stokes curve for the two periods of the potential 1 � cos(x) for Im(~) > 0 and Im(~) < 0,
respectively. We also depict the branch cut, the turning points and the path corresponding to the single
period.
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FIG. 3. The Stokes curve for the two periods of the potential 1 � cos(x), with the cycles A and B being
depicted.

We here consider the single-period path depicted in Fig. 3. What we have to do is just to find out

the monodromy matrices appearing when the path is crossing the Stokes curves. As we cross the

Stokes graph through the full period, the monodromy matrices for Im ~ > 0 are given as

0

@ 
+
a1
(x)

 �
a1
(x)

1

A = M+TNa1a2M�Na2a3M�

0

@ 
+
a3=a1

(x+ 2⇡)

 �
a3=a1

(x+ 2⇡)

1

A (18)

⌘ M
+

0
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1

A , (19)

and these for Im ~ < 0 are given as
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(x)
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IV. SYMMETRIC DOUBLE-WELL POTENTIAL

We consider the exact-WKB analysis for the symmetric double-well potential. It is known that

(1) the leading non-perturbative contribution to its ground state energy comes from the instanton

configuration, and (2) the Borel ambiguity of the perturbation theory for the ground state is

cancelled by that of the bion (correlated instanton–anti-instanton configuration) contribution. This

pattern continue to higher states under the barrier. The exact form of the bion contribution can

be obtained from the quasi-zero mode integration (quasi-moduli integral). We first review the

resurgent structure of the partition function in this system. Then, we find an explicit mapping

between this construction and Gutzwiller’s quantization. In doing so, we figure out the relation

between the phase ambiguity of quasi-moduli integral, the topological properties of the Stokes

curve in terms of Gutzwiller’s quantization.

For the symmetric double-well potential, Q(x) = 2(V (x)�E) = (x�a1)(x�a2)(x�a3)(x�a4)

where ai are turning points. Then the Stokes curve of this systems15 is schematically depicted as

shown in Fig. 6.
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FIG. 6. The Stokes graph for the double-well potential with Im ~ > 0 (Left panel) and Im ~ < 0 (Right

panel). We took the two branch cuts such that their end-points are turning points (a1, a2) and (a3, a4). We

take the orbit for obtaining the quantization condition from the left to the right below the real contour.

15 This Stokes curve corresponds to the low energy region, to energies below the barrier height. Above the barrier
height, two of the real turning points, a2 and a3 turns into complex conjugate turning points. Even in high energy
region, we can show the topological structure of Stokes curve is corresponding to phase ambiguity.
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Here, M± acts while passing ± labelled Stokes line in the counter-clockwise direction, T acts on

the crossing of the branch cut in the counter-clock-wise direction, Na1a2 is the Voros multiplier

accounting the change of turning points entering the WKB wave-function. These are explicitly

given by:

M+ :=

0

@1 i

0 1

1

A, M� :=

0

@1 0

i 1

1

A

T :=

0

@ 0 �i

�i 0

1

A, Na1a2 :=

0

@e
+

R a2
a1

Sodd 0

0 e
�

R a2
a1

Sodd

1

A . (22)

We now impose a boundary condition on the above wave-function specific to the periodic po-

tential. Because of the 2⇡ periodicity of x, the wave-function must satisfy  (x + 2⇡) = e�i✓ (x).

We then have the condition

M
±

0

@ 
+
a1
(x)

 �
a1
(x)

1

A = ei✓

0

@ 
+
a1
(x)

 �
a1
(x)

1

A . (23)

This is nothing but the eigenvalue equation of M±. Therefore, we obtain

det
⇣
M

±
� ei✓I

⌘
= 0, (24)

where I is a 2 ⇥ 2 unit matrix. This result means that the Fredholm determinant D(E) in the

quantization condition D(E) = 0 is D± = 1
ei✓

det
�
M

±
� ei✓I

�
, where ± indicates the sign of

imaginary term of ~. We now write down the quantization condition for the present periodic

potential as1

D±(E) =
1

p

A⌥1B

⇣
1 +A⌥1 +A⌥1B � 2

p

A⌥1
p

B cos ✓
⌘
= 0 . (25)

This result agrees with [53] where quantization condition for Mathieu equation was obtained by

use of the exact-WKB method as well. For our purpose, (25) is a building block, as it will become

manifest in our treatment of a potential with N -minima instead of one in the fundamental domain,

as discussed in Sec. II C. This generalization will allow us to make a precise link between exact

WKB method and mixed ’t Hooft anomalies. Furthermore, we will use (25) to prove that fixed

topological charge sectors of the theory (corresponding to the columns of resurgence triangle) are

1
The overall constant doesn’t a↵ect the quantization condition and chosen for simplicity.
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Quantization condition from periodicity of wave function
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tion of the Stokes graph in the exact-WKB analysis, where the perturbative and nonperturbative

contributions correspond to the di↵erent cycles crossing the Stokes curves.

In the exact-WKB analysis, the Stokes phenomenon and the related resurgent structure between

the perturbative and nonperturbative contributions are determined by the Stokes curve and its

associated monodromy matrix. It is notable that the Stokes curve is uniquely determined by the

lowest order of the WKB expansion, i.e., the classical potential.

Earlier work [64] also brought an understanding of the relation between the exact-WKB analysis

and the other known quantization methods. In particular, the trace of resolvent G(E) gives the

Gutzwiller trace formula [82],

G(E) = tr
1

bH � E
= i

X

p.p.o.

1X

n=1

T (E) ein
H
p.p.o. pdx(�1)n

✓����det
�2S

�x�x

����

◆�1/2

, (4)

This form is interpreted as the intermediate quantization method between the path integral and

the Bohr-Sommerfeld quantizations. This method gives the resolvent of the system by summing

up periodic classical solutions.

These facts are summarized in the flowchart shown in Fig. 1. It is important to note that, since

the Fredholm determinant D(E) obtained by the exact-WKB analysis is exact, what follows from

there, e.g. the trace of resolvent G(E) and the partition function Z(�) are also exact.

II. S1 QUANTUM MECHANICAL SYSTEM WITH AIRY-TYPE STOKES GRAPHS

A. Quantization condition

We here discuss the exact-WKB analysis for the particle on a circle, x 2 S1, where x ⇠ x+ 2⇡

are physically identified, in the presence of the potential, V (x) = 1 � cos(x). Since the target

space is S1, we can turn on topological ✓ angle, which correspond to the insertion of the Aharanov-

Bohm flux through the circle. Our main purpose is to derive the quantization condition from

the periodicity condition of the system and WKB-wave function  (x + 2⇡) = e�i✓ (x). In the

sequential subsections, we will obtain the Gutzwiller trace formula of this system, then we will

extend our analysis to the cases with V (x) = 1 � cos(Nx), corresponding to N -minima in the

fundamental domain.
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IV. SYMMETRIC DOUBLE-WELL POTENTIAL

We consider the exact-WKB analysis for the symmetric double-well potential. It is known that

(1) the leading non-perturbative contribution to its ground state energy comes from the instanton

configuration, and (2) the Borel ambiguity of the perturbation theory for the ground state is

cancelled by that of the bion (correlated instanton–anti-instanton configuration) contribution. This

pattern continue to higher states under the barrier. The exact form of the bion contribution can

be obtained from the quasi-zero mode integration (quasi-moduli integral). We first review the

resurgent structure of the partition function in this system. Then, we find an explicit mapping

between this construction and Gutzwiller’s quantization. In doing so, we figure out the relation

between the phase ambiguity of quasi-moduli integral, the topological properties of the Stokes

curve in terms of Gutzwiller’s quantization.

For the symmetric double-well potential, Q(x) = 2(V (x)�E) = (x�a1)(x�a2)(x�a3)(x�a4)

where ai are turning points. Then the Stokes curve of this systems15 is schematically depicted as

shown in Fig. 6.
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FIG. 6. The Stokes graph for the double-well potential with Im ~ > 0 (Left panel) and Im ~ < 0 (Right

panel). We took the two branch cuts such that their end-points are turning points (a1, a2) and (a3, a4). We

take the orbit for obtaining the quantization condition from the left to the right below the real contour.

15 This Stokes curve corresponds to the low energy region, to energies below the barrier height. Above the barrier
height, two of the real turning points, a2 and a3 turns into complex conjugate turning points. Even in high energy
region, we can show the topological structure of Stokes curve is corresponding to phase ambiguity.
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Here, M± acts while passing ± labelled Stokes line in the counter-clockwise direction, T acts on

the crossing of the branch cut in the counter-clock-wise direction, Na1a2 is the Voros multiplier

accounting the change of turning points entering the WKB wave-function. These are explicitly

given by:

M+ :=

0

@1 i

0 1

1

A, M� :=

0

@1 0

i 1

1

A

T :=

0

@ 0 �i

�i 0

1

A, Na1a2 :=

0

@e
+

R a2
a1

Sodd 0

0 e
�

R a2
a1

Sodd

1

A . (22)

We now impose a boundary condition on the above wave-function specific to the periodic po-

tential. Because of the 2⇡ periodicity of x, the wave-function must satisfy  (x + 2⇡) = e�i✓ (x).

We then have the condition

M
±

0

@ 
+
a1
(x)

 �
a1
(x)

1

A = ei✓

0

@ 
+
a1
(x)

 �
a1
(x)

1

A . (23)

This is nothing but the eigenvalue equation of M±. Therefore, we obtain

det
⇣
M

±
� ei✓I

⌘
= 0, (24)

where I is a 2 ⇥ 2 unit matrix. This result means that the Fredholm determinant D(E) in the

quantization condition D(E) = 0 is D± = 1
ei✓

det
�
M

±
� ei✓I

�
, where ± indicates the sign of

imaginary term of ~. We now write down the quantization condition for the present periodic

potential as1

D±(E) =
1

p

A⌥1B

⇣
1 +A⌥1 +A⌥1B � 2

p

A⌥1
p

B cos ✓
⌘
= 0 . (25)

This result agrees with [53] where quantization condition for Mathieu equation was obtained by

use of the exact-WKB method as well. For our purpose, (25) is a building block, as it will become

manifest in our treatment of a potential with N -minima instead of one in the fundamental domain,

as discussed in Sec. II C. This generalization will allow us to make a precise link between exact

WKB method and mixed ’t Hooft anomalies. Furthermore, we will use (25) to prove that fixed

topological charge sectors of the theory (corresponding to the columns of resurgence triangle) are

1
The overall constant doesn’t a↵ect the quantization condition and chosen for simplicity.

11

Here, M± acts while passing ± labelled Stokes line in the counter-clockwise direction, T acts on

the crossing of the branch cut in the counter-clock-wise direction, Na1a2 is the Voros multiplier

accounting the change of turning points entering the WKB wave-function. These are explicitly

given by:

M+ :=

0

@1 i

0 1

1

A, M� :=

0

@1 0

i 1

1

A

T :=

0

@ 0 �i

�i 0

1

A, Na1a2 :=

0

@e
+

R a2
a1

Sodd 0

0 e
�

R a2
a1

Sodd

1

A . (22)

We now impose a boundary condition on the above wave-function specific to the periodic po-

tential. Because of the 2⇡ periodicity of x, the wave-function must satisfy  (x + 2⇡) = e�i✓ (x).

We then have the condition

M
±

0

@ 
+
a1
(x)

 �
a1
(x)

1

A = ei✓

0

@ 
+
a1
(x)

 �
a1
(x)

1

A . (23)

This is nothing but the eigenvalue equation of M±. Therefore, we obtain

det
⇣
M

±
� ei✓I

⌘
= 0, (24)

where I is a 2 ⇥ 2 unit matrix. This result means that the Fredholm determinant D(E) in the

quantization condition D(E) = 0 is D± = 1
ei✓

det
�
M

±
� ei✓I

�
, where ± indicates the sign of

imaginary term of ~. We now write down the quantization condition for the present periodic

potential as1

D±(E) =
1

p

A⌥1B

⇣
1 +A⌥1 +A⌥1B � 2

p

A⌥1
p

B cos ✓
⌘
= 0 . (25)

This result agrees with [53] where quantization condition for Mathieu equation was obtained by

use of the exact-WKB method as well. For our purpose, (25) is a building block, as it will become

manifest in our treatment of a potential with N -minima instead of one in the fundamental domain,

as discussed in Sec. II C. This generalization will allow us to make a precise link between exact

WKB method and mixed ’t Hooft anomalies. Furthermore, we will use (25) to prove that fixed

topological charge sectors of the theory (corresponding to the columns of resurgence triangle) are

1
The overall constant doesn’t a↵ect the quantization condition and chosen for simplicity.

Quantization condition from periodicity of wave function

13

as E = ~!A(
1
2 + �). Then, the non-perturbative energy deviation � from the harmonic oscillator is

sin(⇡�) = ±i
1

2
Be±⇡i�

�

p

B cos ✓ , (31)

and it is approximated as

� ⇠ �
1

⇡

p

B cos ✓ ± i
1

2⇡
B . (32)

We note that
p
B corresponds to the instanton contribution / e�(Sbion/2)/~ = e�SI/~, with SI being

the instanton action. One finds that this expression of the ground state energy indicates the instan-

ton contribution shifts the energy by an amount dictated by ✓ angle, while the bion contribution

leads to the imaginary ambiguity associated with the Stokes phenomena. The ambiguity cancels

against the Borel resummation of perturbation theory. The meaning of (27) is that this type of

resurgent cancellation takes place to all non-perturbative orders.

Despite the elegance of the Airy-type analysis of exact-WKB, this formalism is not always most

suitable, especially when the turning points merge. This limit requires some extra work to get

the spectral information correctly, and this task does not seem to be very insightful. Instead, we

discuss the method of degenerate Weber-type exact-WKB. The formalism we already built-in for

Airy will be quite useful there, and we will also provide a dictionary between these two types of

exact-WKB. Weber-type exact-WKB produce spectral data correctly as discussed in section IV.

B. Gutzwiller trace formula

The Gutzwiller trace formula is a semiclassical construction that express the quantum mechani-

cal density of states (the resolvent, G(E)), in terms of periodic orbits, which is called prime periodic

orbit (p.p.o.). It is generally di�cult to determine what the p.p.o. are and how they are added.

But this data can be easily extracted by using the quantization condition obtained by exact-WKB,

as shown in [64]. In this subsection, we show the structure of Gutzwiller trace formula of S1 system

and how Stokes phenomenon corresponding to the imaginary term of ~ appears in this formalism.

D±
/ 1 +A⌥1 +A⌥B � 2(

p

A)⌥1
p

B cos ✓

= (1 +A⌥1)

 
1 +

B

1 +A±1
�

p
B

p
A+ 1

p
A

(ei✓ + e�i✓)

!
(33)

11

Here, M± acts while passing ± labelled Stokes line in the counter-clockwise direction, T acts on

the crossing of the branch cut in the counter-clock-wise direction, Na1a2 is the Voros multiplier

accounting the change of turning points entering the WKB wave-function. These are explicitly

given by:

M+ :=

0

@1 i

0 1

1

A, M� :=

0

@1 0

i 1

1

A

T :=

0

@ 0 �i

�i 0

1

A, Na1a2 :=

0

@e
+

R a2
a1

Sodd 0

0 e
�

R a2
a1

Sodd

1

A . (22)

We now impose a boundary condition on the above wave-function specific to the periodic po-

tential. Because of the 2⇡ periodicity of x, the wave-function must satisfy  (x + 2⇡) = e�i✓ (x).

We then have the condition

M
±

0

@ 
+
a1
(x)

 �
a1
(x)

1

A = ei✓

0

@ 
+
a1
(x)

 �
a1
(x)

1

A . (23)

This is nothing but the eigenvalue equation of M±. Therefore, we obtain

det
⇣
M

±
� ei✓I

⌘
= 0, (24)

where I is a 2 ⇥ 2 unit matrix. This result means that the Fredholm determinant D(E) in the

quantization condition D(E) = 0 is D± = 1
ei✓

det
�
M

±
� ei✓I

�
, where ± indicates the sign of

imaginary term of ~. We now write down the quantization condition for the present periodic

potential as1

D±(E) =
1

p

A⌥1B

⇣
1 +A⌥1 +A⌥1B � 2

p

A⌥1
p

B cos ✓
⌘
= 0 . (25)

This result agrees with [53] where quantization condition for Mathieu equation was obtained by

use of the exact-WKB method as well. For our purpose, (25) is a building block, as it will become

manifest in our treatment of a potential with N -minima instead of one in the fundamental domain,

as discussed in Sec. II C. This generalization will allow us to make a precise link between exact

WKB method and mixed ’t Hooft anomalies. Furthermore, we will use (25) to prove that fixed

topological charge sectors of the theory (corresponding to the columns of resurgence triangle) are

1
The overall constant doesn’t a↵ect the quantization condition and chosen for simplicity.
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FIG. 2. The Stokes curve for the two periods of the potential 1 � cos(x) for Im(~) > 0 and Im(~) < 0,
respectively. We also depict the branch cut, the turning points and the path corresponding to the single
period.
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FIG. 3. The Stokes curve for the two periods of the potential 1 � cos(x), with the cycles A and B being
depicted.

We here consider the single-period path depicted in Fig. 3. What we have to do is just to find out

the monodromy matrices appearing when the path is crossing the Stokes curves. As we cross the

Stokes graph through the full period, the monodromy matrices for Im ~ > 0 are given as

0

@ 
+
a1
(x)

 �
a1
(x)

1

A = M+TNa1a2M�Na2a3M�

0

@ 
+
a3=a1

(x+ 2⇡)

 �
a3=a1

(x+ 2⇡)

1

A (18)

⌘ M
+

0

@ 
+
a1
(x+ 2⇡)

 �
a1
(x+ 2⇡)

1

A , (19)

and these for Im ~ < 0 are given as

0

@ 
+
a1
(x)

 �
a1
(x)

1

A = M+TNa1a2M�M+Na2a3

0

@ 
+
a3=a1

(x+ 2⇡)

 �
a3=a1

(x+ 2⇡)

1

A (20)

⌘ M
�

0

@ 
+
a1
(x+ 2⇡)

 �
a1
(x+ 2⇡)

1

A , (21)

exact agreement with Zinn-Justin-Jentschura’s result Zinn-Justin, Jentschura (04)

Sueishi, Kamata, TM, Unsal, [2103.06586]



Exact-WKB analysis for S1 quantum mechanics

Partition function clearly shows resurgent structure

27

parts as

Z(~,�) = Zpt(~,�) + Znp(~,�). (74)

Since one finds that

D
(1)±

/ 1 +A
⌥1 [1 + B]� 2

p

A⌥1B cos ✓

= D
⌥

A

"
1 +

A
⌥1

D
⌥

A

B �
2
p
A

⌥1

D
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A

p

B cos ✓

#
, (75)

where

D
±

A
(E, ~) = 1 +A(E, ~)±1 = 1 + e

⌥2⇡i E
!A(E,~) =

2⇡e
⌥⇡i

E
!A(E,~)

�(12 + E

!A(E,~))�(
1
2 �

E

!A(E,~))
, (76)

The perturbative part can be found easily as

ZN=1
pt (~,�) = 1

2⇡i

Z
✏+i1

✏�i1


�
@ logD⌥

A

@E

�
e��EdE, (77)

and the nonperturbative part can be written as the expanded form in terms of the instanton and

bion contributions as:

ZN=1
np (~,�) =
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2⇡i

Z
✏+i1

✏�i1

"
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@E
log
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np (~,�; {Q,K}) :=
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|Q|+K
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@|Q|+K
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✓
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|Q|/2+K

· 2F1
�
1�K,�K; |Q|+ 1;�A
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�K

e��E+iQ✓dE, (79)

where Q and K are the topological charge and the number of bions, respectively, and

K :=
p

A
+1

+
p

A
�1

= D
±

A

p

A
⌥1

. (80)
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Q : topological charge 
K : number of bions
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Using Tab.I, we can get the quasi-moduli-integral (QMI) form:
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The physical meaning of each term is as follows: � is the exact zero mode of the bion and instanton,

(�1)K is the Maslov index,
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is nothing but the bion (and instanton)

amplitude and QMI integral. Notice that the label of phase ambiguity is K, which is the number

of (neutral) bions, not the instanton.

For generic N , the partition function can be written in the way parallel to the case of N = 1.

Since both of perturbative and nonperturbative contributions is N -times of that for the single-

periodic case, the nonperturbative part can be written as
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Here, in order to derive Eq.(83), we have performed the discrete Fourier transform in Eq.(82),5 and

consequently the contribution from Qp 2 NZ remains. This fact is directly seen in the partition

function given through the resolvent method. For example, by employing the result in Eq.(73),

the partition function for N = 2 with the nonperturbative contribution can be approximately

5
The subscript p in Qp and Kp is a dummy index.

trans-series including bion contributions

32

Qp=0 Qp=1 Qp=2 Qp=3 Qp=4Qp=-1

|QP|+2Kp = 0

|QP|+2Kp = 1

|QP|+2Kp = 2

|QP|+2Kp = 3

|QP|+2Kp = 4

Qp=-2Qp=-3Qp=-4

… …

……

…

FIG. 8. Resurgence triangle exhibiting the complete resurgent structure is depicted, where blue points stand
for instantons and red points for anti-instantons. We show the structure for each p. Thus, there are N copies
of this structure in total. By summing up all of the p-sectors, the cancellation among the p-sectors arises
and the contribution only from the Qp-sectors with Qp 2 NZ remains.

(27). This implies that the partition function of the T1 system

Z(✓) =
X

Q2Z
ei✓Q

Z

x(�)=x(0)+2⇡Q
Dx e�S[x]

⌘

X

Q2Z
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is invariant under left/right Borel resummation. The Fourier coe�cients correspond to the twisted

partition functions,

ZQ = tr
h
(U)Qe��H

i
=

1

2⇡

Z 2⇡

0
d✓ e�i✓QZ(✓) (97)

which are in one-to-one correspondence with the columns of resurgence triangle. The linearity of

the Fourier transform implies that each column of the resurgence triangle, i.e, each fixed topological

charge sector, is closed under resurgence. Ambiguities of Borel resummation of perturbation theory

around the multi-instanton [Ik] ⇠ e�kSI/~P (~) are cured by the ambiguity in the amplitude of

[Ik+1Ī]±, [Ik+2Ī2]±, . . . events etc.

Resurgent structure is closed in each Q sector : resurgence triangle

Sueishi, Kamata, TM, Unsal, [2103.06586]
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Singularity on positive real axis                         

Then, we can define the perturbative sum for the non-alternating series as the analytic con-

tinuation of B0(g2) in the g2 complex plane from negative coupling, g2 < 0, to the positive

real axis, g2 > 0. This can be done in one of the two ways as shown in Fig. 2. Approaching

the positive real axis clock-wise (from above) and counter-clock-wise (from below).

B0(|g2| ± i�) = ReB0(|g2|)± i ImB0(|g2|) where ImB0(|g2|) ⇤ e�2SI ⇤ e�2A/g2 (6.4)

is the ambiguous part, and is a manifestation of non-Borel-summability [compare with (1.22)].

A definition of the Borel sum equivalent to what we described above through analytic

continuation in the complex g2-plane is the directional (sectorial) Borel sum. Define

S�P (g2) ⇥ B�(g
2) =

1

g2

� ⌅·ei�

0
BP (t) e�t/g2dt, (6.5)

C+

C�

t

Figure 9. Lateral, or right and left, Borel sums. Dark circles are singularities (poles or branch
points). Whenever a singularity exists between the right and left Borel sums, the theory is non-Borel
summable. The singular direction in the t-plane corresponds to a Stokes line in the complex g2-plane,
see Fig.2. The di�erence of the sectorial sums in passing from ⇥ = 0� to ⇥ = 0+ is the Stokes “jump”
across a Stokes ray.

A special case of this is the lateral Borel sum. The function B�±(g2) is associated with

contours just above and just below the ray at angle ⇥, and is called right (left) Borel resum-

mation. If there are no singular points in the ⇥ direction, then the left and right Borel sums

are equal, and the theory is sectorial Borel summable in the ⇥-direction. A theory for which

there are no singularities on ⇥ = 0 is called Borel summable in physics. In many cases, there

is a ray of singular points of the Borel transform BP (t), as shown in Figure 9. Then, the

theory is non-Borel summable, but left and right Borel summable. The ambiguity described

above, associated with whether we approach the real positive axis from above or below in

the complex g2-plane, in the latter language, maps to the choice of the integration contour

in the Laplace-transform. The integral is, of course, dependent on the choice of the contour,
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: Renormalon (surviving in large N) 
  related to low-energy physics

How is the renormalon ambiguity cancelled?
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n! + UV contr. (8)

1

µ = |Q|

the Borel integral of the divergent series is indeed cancelled by the twofold ambiguity

in the exponential term. Without more knowledge of the exact function than what is

usually available in field theories, this is a heuristic line of thought. It also assigns a

privileged role to Borel summation, as sign-alternating series (a < 0) are then believed
not to require adding exponentially small terms, while from the point of view of (2.4)

there is no difference between sign-alternating and fixed-sign series. As will be seen later,

the chain

fixed-sign factorial
divergence

=⇒ ambiguity of the
Borel integral

=⇒ addition of exponentially
small terms

(2.13)

is supported by physics arguments and calculations in toy models. However, it is impor-

tant to bear in mind that it is not rigorous.

2.2 Renormalons

This section provides a first, non-technical introduction to renormalon divergence. We

begin with a short and classic calculation and interpret it afterwards.
Consider the correlation functions of two vector currents jµ = q̄γµq of massless quarks

(−i)
∫

d4x e−iqx 〈0|T (jµ(x)jν(0))|0〉 =
(

qµqν − q2gµν

)

Π(Q2) (2.14)

with Q2 = −q2. We now compute the contribution of the fermion bubble diagrams
shown in Fig. 1 to the Adler function

D(Q2) = 4π2 dΠ(Q2)

dQ2
. (2.15)

The set of selected diagrams is gauge-invariant, but it is not the only set of diagrams

that contributes to renormalon divergence. It is selected here for illustration and a

systematic investigation is postponed to Section 3. Renormalons were originally found

in bubble diagrams (Gross & Neveu 1974; Lautrup 1977; ’t Hooft 1977), and these
diagrams still feature so prominent in discussions of renormalons that sometimes they

are even identified with them.

The Adler function requires no additional subtractions beyond those contained in

the renormalized QCD Lagrangian. Therefore no regularization is needed, provided the

fermion loop insertions are renormalized. The renormalized fermion loop is given by

− β0fαs

[

ln(−k2/µ2) + C
]

(2.16)

with a scheme-dependent constant C and β0f = NfT/(3π) the fermion contribution to

the one-loop β-function.6 In the MS scheme C = −5/3.
6Unless otherwise stated, αs denotes the strong coupling renormalized in the modified minimal

8

the dynamics of the theory for L ⌧ ⇤QCD
�1, which is carried either by instanton-monopoles

or bound states of instanton-monopoles known as bions.

On the other hand, non-abelian gauge theories on R4 are strongly coupled, and non-

perturbative e↵ects are notable. Even so, one may still hope that certain processes at short

distance scales, or large momentum transfer1 Q2 >> ⇤2

QCD
, are computable in perturbation

theory. In a certain class of n loop diagrams, however, the characteristic momentum running

through the loops is not Q2, but is exponentially suppressed with the number of loops2 n.

This suppression leads to n! growth of the diagram upon integration over the momentum

P running through the chain of loops (see the right panel of Figure 1), rendering the loop

expansion non-Borel summable (for review see [10, 11]). Another way of saying this is that

the Borel plane contains poles on the real axis, which generate ambiguities in the calculation,

depending on whether the pole is circumvented from above or from below. The class of

diagrams su↵ering from this problem are referred to as the renormalon diagrams and the

corresponding non-Borel summability is the (in)famous renormalon problem [12].

Borel non-summability of the perturbation theory is not in itself surprising and was

argued by Dyson long time ago3 [14]. This problem also appears in quantum mechanics, but

there the divergence is caused by the factorial proliferation of the number of the Feynman

diagrams. In fact, one finds that such divergence is cured by instanton–anti-instanton events

[15, 16], and has a priori nothing to do with the renormalon problem.

Figure 1. Left: the vacuum polarization with all corrections. Right: Particular contribution to the
vacuum polarization often referred to as the renormalon diagram.

It was recently suggested in [17, 18] that IR renormalon ambiguity cancellation can be

understood in terms of semi-classical instanton-monopole solutions appearing in the theory

on R3
⇥ S1, but which do not appear on R4. This idea was substantiated by the detailed

analysis of two-dimensional models on R ⇥ S1 [19–22], which have extra non-perturbative

saddles compared to the theory on R2 (these are analogous to the instanton-monopoles in

gauge theories). Since these theories reduce to quantum mechanics for small L, a resurgent

1Capital letters are used to denote the 4-momenta, and small letters denote the spatial 3-momenta.
2This suppression is caused by the appearance of logarithms in the one loop vacuum polarization diagrams

(see Section 2 and [10, 11] for more details.), which we revisit in this work on R3 ⇥ S1.
3Although it is true that the perturbation series is divergent, it was pointed out that Dyson’s argument

may not be entirely valid [13].
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Essence of our main result

Λ4 Λ-4

known IR renormalon 
a: IR cutoff 
Λ: Dynamical scale
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1

(1) Renormalon ambiguity is cancelled by combination of ambiguities at 
two nonpert. orders Λ4 ∝ exp(-8π/λµ) and Λ8 ∝ exp(-16π/λµ)！ 

(2) The ambiguities emerge only for a<Λ, originating in analytic 
continuation from a>Λ to a<Λ (|p|>Λ to |p|<Λ). 

(3) There is binomial-expansion-type resurgent structure.

(4) The resurgent structure and the renormlon are drastically changed 
by infinitely many Stokes phenomena during ZN-compactification.



Large-N O(N) sigma model on R2

By a change of variable and some manipulation (see Appendix A), we can rewrite the condensate

as

〈O(0)2〉ã,a = C µ2[O]
∞
∑

l=0

(

Λ

µ

)β0σl
∫ ∞

0

dt

(

Λ

µ

)t

Bl(t) with C =
d log µ

Λ

(4π)
d
2Γ(d/2 + 1)

. (II.15)

The function Bl(t) are given by4

Bl(t) =
1

el

[

(µ

a

)el
fl

(

elλ′
µ

t+ ta

)

−
(µ

ã

)el
fl

(

elλ′
µ

t + tã

)]

, (II.16)

where

el = β0σl − 2[O], tp = el
log p/Λ

log µ/Λ
. (II.17)

If fl(λ′
p) is divergent in the limit λ′

p → ∞ (p → Λ), the Borel transform Bl has a singularity

at t = −ta. This singularity is on the integration contour and gives rise to an ambiguity if ta

is negative, i.e. the IR cutoff scale a is smaller than the dynamically generated scale Λ. We

can see that this singularity and the corresponding ambiguity do not vanish even in the large-N

limit. For example, the singularity and the corresponding ambiguity is independent of N in the

O(N) sigma model since β0 = 1, σl = 2l. The factorial divergence of the perturbation series can

also be seen from the fact that the Taylor expansion of Bl(t′) around t = 0 has a finite radius

of convergence due to the singularity. In this way, the singularity of the renormalized coupling

constant at p = Λ results in renormalon type ambiguities. In the next section, we will explicitly

examine these renormalon ambiguities in the O(N) sigma model in the large-N limit.

III. O(N) SIGMA MODEL AT LARGE N

In this section, we give a brief review of the O(N) sigma model in two dimensions at large N in

order to establish our notations and to write down the exact expression for the correlation functions

and the condensate. More comprehensive reviews on this subject can be found in Refs. [74, 89, 90].

In the two-dimensional O(N) sigma model, the target space is the unit sphere in Euclidean

N -dimensional space. The action is given by

S =
1

2g2

∫

d2x
[

(∂iφ
a)2 +D

{

(φa)2 − 1
}

]

, (III.18)

4 This “Borel transform” Bl(t) has a λ′

µ-dependence. The standard coupling independent Borel transform will be

denoted as Bl(t) in Sec. IVC. We will use the same symbol t for the variables of Bl(t) and Bl(t) although they

are not exactly identical.
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where φa with a = 1 . . .N are real scalar fields and the field D is a Lagrange multiplier field that

imposes the constraint, (φa)2 = 1. The parameter g is a bare coupling constant that needs to

be renormalized. The theory is asymptotically free, has a mass gap, and is therefore a good toy

model for the Yang-Mills theory in four dimensions.

The expectation value of the Lagrange multiplier field, 〈D〉, serves as the mass for the φ fields.

At large N , the mass gap
√

〈D〉 can be computed exactly by looking for the saddle point of the

effective potential for D. Assuming that D is a constant and integrating φa, we obtain the effective

potential for D as

Veff(D) =
N

2

[
∫

d2p

(2π)2
log
(

p2 +D
)

−
D

λ

]

, (III.19)

where λ = g2N is the ’t Hooft coupling that is kept finite in the large-N limit. After subtracting

the UV divergence and renormalizing the coupling, the effective potential becomes

Veff(D) = −
N

8π
D

(

log
D

Λ2
− 1

)

, (III.20)

where the renormalization group (RG)-invariant dynamical scale Λ is defined by the renormalized

’t Hooft coupling λµ at the renormalization scale µ as

Λ = µ exp

(

−
2π

λµ

)

, (III.21)

in the MS-bar scheme. The effective potential gives the unique minimum at

〈D〉 = Λ2. (III.22)

Let us consider two-point correlation functions of the fluctuation field δD(x) of the Lagrange

multiplier field D(x) around the expectation value 〈D〉 = Λ2. Since the correlation function is

nontrivial only at the next-to-leading order of 1/N expansion, we choose a normalization

D(x) = Λ2 +
δD(x)√

N
. (III.23)

At the leading order in the large-N limit, the two-point correlation function ∆(p) of the fluctuation

field δD(x) in the momentum space (propagator) is given as

∆(p) ≡

[

1

2

∫

d2q

(2π)2
1

(q2 + Λ2)
(

(q + p)2 + Λ2
)

]−1

=
8π
√

p2 (p2 + 4Λ2)

sp
, (III.24)

where sp is the function of p defined as

sp = 4 log

(

√

p2

4Λ2
+ 1 +

√

p2

4Λ2

)

(

= 4 arcsinh
p

2Λ

)

. (III.25)
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・Action of O(N) model

・Effective potential in large N

UV subtraction with renormalized coupling

’t Hooft coupling :

Dynamical scale :

it works as a dynamical mass



where φa with a = 1 . . .N are real scalar fields and the field D is a Lagrange multiplier field that

imposes the constraint, (φa)2 = 1. The parameter g is a bare coupling constant that needs to
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model for the Yang-Mills theory in four dimensions.

The expectation value of the Lagrange multiplier field, 〈D〉, serves as the mass for the φ fields.

At large N , the mass gap
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〈D〉 can be computed exactly by looking for the saddle point of the

effective potential for D. Assuming that D is a constant and integrating φa, we obtain the effective
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Veff(D) =
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−
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in the MS-bar scheme. The effective potential gives the unique minimum at

〈D〉 = Λ2. (III.22)
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N
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∆(p) ≡

[

1

2

∫

d2q
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1

(q2 + Λ2)
(

(q + p)2 + Λ2
)

]−1

=
8π
√
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where sp is the function of p defined as
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)
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The correlation function in the position space can be obtained by the Fourier transformation

〈δD(x)δD(0)〉 =
∫

d2p

(2π)2
eip·x∆(p). (III.26)

This is a well-defined UV (and IR) convergent integral. However, it becomes UV divergent in the

limit x = 0

〈δD2〉 ≡ lim
x→0

〈δD(x)δD(0)〉 → ∞. (III.27)

This quantity appears as one of the operator basis On of the operator product expansion

D(x)D(0) =
∑

n

Fn(x)On, (III.28)

where Fn(x) are the coefficient functions. For that reason, we are interested in the limit x → 0

and call the quantity as a condensate, in analogy to the gluon condensate in QCD. To regularize

the UV divergence, we introduce the UV cutoff ã to limit the momentum integration |p| < ã

〈

δD2
〉

ã
≡
∫

|p|<ã

d2p

(2π)2
∆(p). (III.29)

Changing the variable from |p| to s = sp, we obtain

〈

δD2
〉

ã
= 2Λ4

∫ sã

0

ds
cosh s− 1

s
= 2Λ4Chin(sã), (III.30)

where Chin(sã) is an entire function of sã related to the hyperbolic cosine integral Chi and Euler’s

constant γE as

Chin(sã) = Chi(sã)− log(sã)− γE. (III.31)

This is the regular and well-defined exact result in the large-N limit [74]. In the next section,

instead of directly evaluating the integral (III.29), we use the large p/Λ expansion of the integrand

(III.29) to simulate the semiclassical expansion, which has an IR divergence and a renormalon type

ambiguity.

IV. SEMICLASSICAL EXPANSION

In Sec. IVA, we first expand the propagator (III.24) into a transseries of Λ2/p2 = exp(−4π/λp)

and λp in order to imitate massless perturbation theory around the vacuum and nontrivial back-

grounds. We then discuss IR divergences and imaginary ambiguities in the expansion in Sec. IVB,

and finally compute the semiclassical expansion up to order order Λ8 in Sec. IVC
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This quantity appears as one of the operator basis On of the operator product expansion

D(x)D(0) =
∑

n

Fn(x)On, (III.28)

where Fn(x) are the coefficient functions. For that reason, we are interested in the limit x → 0

and call the quantity as a condensate, in analogy to the gluon condensate in QCD. To regularize

the UV divergence, we introduce the UV cutoff ã to limit the momentum integration |p| < ã

〈

δD2
〉

ã
≡
∫

|p|<ã

d2p

(2π)2
∆(p). (III.29)

Changing the variable from |p| to s = sp, we obtain

〈

δD2
〉

ã
= 2Λ4

∫ sã

0

ds
cosh s− 1

s
= 2Λ4Chin(sã), (III.30)

where Chin(sã) is an entire function of sã related to the hyperbolic cosine integral Chi and Euler’s

constant γE as

Chin(sã) = Chi(sã)− log(sã)− γE. (III.31)

This is the regular and well-defined exact result in the large-N limit [74]. In the next section,

instead of directly evaluating the integral (III.29), we use the large p/Λ expansion of the integrand

(III.29) to simulate the semiclassical expansion, which has an IR divergence and a renormalon type

ambiguity.

IV. SEMICLASSICAL EXPANSION

In Sec. IVA, we first expand the propagator (III.24) into a transseries of Λ2/p2 = exp(−4π/λp)

and λp in order to imitate massless perturbation theory around the vacuum and nontrivial back-

grounds. We then discuss IR divergences and imaginary ambiguities in the expansion in Sec. IVB,

and finally compute the semiclassical expansion up to order order Λ8 in Sec. IVC
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where φa with a = 1 . . .N are real scalar fields and the field D is a Lagrange multiplier field that

imposes the constraint, (φa)2 = 1. The parameter g is a bare coupling constant that needs to

be renormalized. The theory is asymptotically free, has a mass gap, and is therefore a good toy

model for the Yang-Mills theory in four dimensions.

The expectation value of the Lagrange multiplier field, 〈D〉, serves as the mass for the φ fields.

At large N , the mass gap
√

〈D〉 can be computed exactly by looking for the saddle point of the

effective potential for D. Assuming that D is a constant and integrating φa, we obtain the effective

potential for D as

Veff(D) =
N

2

[
∫

d2p

(2π)2
log
(

p2 +D
)

−
D

λ

]

, (III.19)

where λ = g2N is the ’t Hooft coupling that is kept finite in the large-N limit. After subtracting

the UV divergence and renormalizing the coupling, the effective potential becomes

Veff(D) = −
N

8π
D

(

log
D

Λ2
− 1

)

, (III.20)

where the renormalization group (RG)-invariant dynamical scale Λ is defined by the renormalized

’t Hooft coupling λµ at the renormalization scale µ as

Λ = µ exp

(

−
2π

λµ

)

, (III.21)

in the MS-bar scheme. The effective potential gives the unique minimum at

〈D〉 = Λ2. (III.22)

Let us consider two-point correlation functions of the fluctuation field δD(x) of the Lagrange

multiplier field D(x) around the expectation value 〈D〉 = Λ2. Since the correlation function is

nontrivial only at the next-to-leading order of 1/N expansion, we choose a normalization

D(x) = Λ2 +
δD(x)√

N
. (III.23)

At the leading order in the large-N limit, the two-point correlation function ∆(p) of the fluctuation

field δD(x) in the momentum space (propagator) is given as
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2

∫

d2q

(2π)2
1

(q2 + Λ2)
(

(q + p)2 + Λ2
)

]−1

=
8π
√

p2 (p2 + 4Λ2)

sp
, (III.24)

where sp is the function of p defined as

sp = 4 log

(

√

p2

4Λ2
+ 1 +

√

p2

4Λ2

)

(

= 4 arcsinh
p

2Λ

)

. (III.25)
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・Fluctuation of D

・2-point function of fluctuation of D

The correlation function in the position space can be obtained by the Fourier transformation

〈δD(x)δD(0)〉 =
∫

d2p

(2π)2
eip·x∆(p). (III.26)

This is a well-defined UV (and IR) convergent integral. However, it becomes UV divergent in the

limit x = 0

〈δD2〉 ≡ lim
x→0

〈δD(x)δD(0)〉 → ∞. (III.27)

This quantity appears as one of the operator basis On of the operator product expansion

D(x)D(0) =
∑

n

Fn(x)On, (III.28)

where Fn(x) are the coefficient functions. For that reason, we are interested in the limit x → 0

and call the quantity as a condensate, in analogy to the gluon condensate in QCD. To regularize

the UV divergence, we introduce the UV cutoff ã to limit the momentum integration |p| < ã

〈

δD2
〉

ã
≡
∫

|p|<ã

d2p

(2π)2
∆(p). (III.29)

Changing the variable from |p| to s = sp, we obtain

〈

δD2
〉

ã
= 2Λ4

∫ sã

0

ds
cosh s− 1

s
= 2Λ4Chin(sã), (III.30)

where Chin(sã) is an entire function of sã related to the hyperbolic cosine integral Chi and Euler’s

constant γE as

Chin(sã) = Chi(sã)− log(sã)− γE. (III.31)

This is the regular and well-defined exact result in the large-N limit [74]. In the next section,

instead of directly evaluating the integral (III.29), we use the large p/Λ expansion of the integrand

(III.29) to simulate the semiclassical expansion, which has an IR divergence and a renormalon type

ambiguity.

IV. SEMICLASSICAL EXPANSION

In Sec. IVA, we first expand the propagator (III.24) into a transseries of Λ2/p2 = exp(−4π/λp)

and λp in order to imitate massless perturbation theory around the vacuum and nontrivial back-

grounds. We then discuss IR divergences and imaginary ambiguities in the expansion in Sec. IVB,

and finally compute the semiclassical expansion up to order order Λ8 in Sec. IVC
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・Exact result of this condensate

The correlation function in the position space can be obtained by the Fourier transformation

〈δD(x)δD(0)〉 =
∫

d2p

(2π)2
eip·x∆(p). (III.26)

This is a well-defined UV (and IR) convergent integral. However, it becomes UV divergent in the

limit x = 0

〈δD2〉 ≡ lim
x→0

〈δD(x)δD(0)〉 → ∞. (III.27)

This quantity appears as one of the operator basis On of the operator product expansion

D(x)D(0) =
∑

n

Fn(x)On, (III.28)

where Fn(x) are the coefficient functions. For that reason, we are interested in the limit x → 0

and call the quantity as a condensate, in analogy to the gluon condensate in QCD. To regularize

the UV divergence, we introduce the UV cutoff ã to limit the momentum integration |p| < ã

〈

δD2
〉

ã
≡
∫

|p|<ã

d2p

(2π)2
∆(p). (III.29)

Changing the variable from |p| to s = sp, we obtain

〈

δD2
〉

ã
= 2Λ4

∫ sã

0

ds
cosh s− 1

s
= 2Λ4Chin(sã), (III.30)

where Chin(sã) is an entire function of sã related to the hyperbolic cosine integral Chi and Euler’s

constant γE as

Chin(sã) = Chi(sã)− log(sã)− γE. (III.31)

This is the regular and well-defined exact result in the large-N limit [74]. In the next section,

instead of directly evaluating the integral (III.29), we use the large p/Λ expansion of the integrand

(III.29) to simulate the semiclassical expansion, which has an IR divergence and a renormalon type

ambiguity.

IV. SEMICLASSICAL EXPANSION

In Sec. IVA, we first expand the propagator (III.24) into a transseries of Λ2/p2 = exp(−4π/λp)

and λp in order to imitate massless perturbation theory around the vacuum and nontrivial back-

grounds. We then discuss IR divergences and imaginary ambiguities in the expansion in Sec. IVB,

and finally compute the semiclassical expansion up to order order Λ8 in Sec. IVC
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Unambiguous and IR convergent

Novikov, Shifman, Vainshtein, Zakharov (84) 

Large-N O(N) sigma model on R2

condensate



How to derive trans-series
・Expand Δ(p) w.r.t. Λ2/p2 for |p|≫Λ   →  trans-series expression

A. Expansion of the propagator in powers of Λ2/p2

Here we consider the x → 0 limit of the correlation function, i.e. the condensate, of the

fluctuation of the Lagrange multiplier field δD(x) in Eq. (III.29).

In most of interesting theories like QCD, the gap equation to generate the mass gap is not known

explicitly, contrary to the two-dimensional large-N O(N) model. In such a situation, we can use

only the weak coupling perturbation theory with massless fields. We are interested in studying

properties of perturbation theory and associated resurgence structure when only perturbative

series with massless fields are available. In order to mimic such a situation, we use the large p2/Λ2

expansion of the propagator ∆(p) to obtain a transseries in powers of Λ2/p2 = exp(−4π/λp) and

λp. In this way, we can study quantities such as the condensate as if we perform massless field

perturbation theory on various backgrounds corresponding to possible nonperturbative saddle

points. Hence we wish to expand the propagator ∆(p) in Eq. (III.24) in powers of Λ2/p2. The

asymptotic behavior for Λ2 # p2 of the denominator sp of the propagator is given by

sp = 4 log

(

√

p2

4Λ2
+ 1 +

√

p2

4Λ2

)

=
8π

λp
+ up, (IV.32)

where the leading term is the inverse coupling λp renormalized at the momentum scale p,5

λp ≡
2π

log (p/Λ)
, (IV.33)

and the remaining term up can be expanded in a power of Λ2/p2

up = 4 log

(

1

2
+

√

1

4
+

Λ2

p2

)

=
4Λ2

p2
−

6Λ4

p4
+O(Λ6). (IV.34)

Thus, we obtain a power series expansion for large momenta as a power series in upλp/8π

∆(p) = p2λp

√

1 +
4Λ2

p2

∞
∑

n=0

(

−
upλp

8π

)n

, (IV.35)

which is convergent if upλp/ (8π) < 1. We can expand
√

1 + 4Λ2/p2 and up in powers of Λ/p to

obtain

∆(p) = p2
∞
∑

l=0

(

Λ

p

)2l

fl(λp), (IV.36)

where fl(λp) is a polynomial of degree l + 1. A convenient way to derive the explicit forms of

fl(λp) is to use the Borel resummed form of ∆(p)

∆(p) = 2πp2
∞
∑

l=0

(

Λ

p

)2l ∫ ∞

0

dt

(

Λ

p

)t

Pl(t), (IV.37)

5 In the large-N limit, we do not distinguish the full renormalized coupling λp and the one-loop coupling λ′

p used

in Sec. II since the higher order coefficients of the beta function in (II.4) are of order 1/N .
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Here we consider the x → 0 limit of the correlation function, i.e. the condensate, of the

fluctuation of the Lagrange multiplier field δD(x) in Eq. (III.29).

In most of interesting theories like QCD, the gap equation to generate the mass gap is not known

explicitly, contrary to the two-dimensional large-N O(N) model. In such a situation, we can use

only the weak coupling perturbation theory with massless fields. We are interested in studying

properties of perturbation theory and associated resurgence structure when only perturbative

series with massless fields are available. In order to mimic such a situation, we use the large p2/Λ2

expansion of the propagator ∆(p) to obtain a transseries in powers of Λ2/p2 = exp(−4π/λp) and

λp. In this way, we can study quantities such as the condensate as if we perform massless field

perturbation theory on various backgrounds corresponding to possible nonperturbative saddle

points. Hence we wish to expand the propagator ∆(p) in Eq. (III.24) in powers of Λ2/p2. The

asymptotic behavior for Λ2 # p2 of the denominator sp of the propagator is given by
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√

p2

4Λ2
+ 1 +

√

p2

4Λ2

)

=
8π

λp
+ up, (IV.32)

where the leading term is the inverse coupling λp renormalized at the momentum scale p,5

λp ≡
2π

log (p/Λ)
, (IV.33)

and the remaining term up can be expanded in a power of Λ2/p2

up = 4 log

(

1

2
+

√

1

4
+

Λ2

p2

)
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4Λ2

p2
−

6Λ4

p4
+O(Λ6). (IV.34)
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where Pl(t) is a polynomial of t

Pl(t) ≡
(−1)l

l!

[

(t + l + 1)(l) − 4l(t + l)(l−1)
]

with (a)(l) =
Γ(a+ l)

Γ(a)
. (IV.38)

From this expression, we find that fl(λp) can be obtained as

fl(λp) = Pl(Λ∂Λ) λp. (IV.39)

To obtain the condensate, we need to perform the momentum integral (III.29). We now use

the large momentum expansion (IV.36) to all momentum regions, including p < Λ region. This

is intended to imitate the calculation with massless fields, even though the large momentum

expansion is valid only for |p| # Λ. Then we need to introduce an IR regularization, which is

achieved by a momentum cutoff at a (|p| > a). The condensate is now given as

〈

δD2
〉

ã,a
=
s.c.

∞
∑

l=0

Λ2lC2l, (IV.40)

with

C2l =

∫

a<|p|<ã

d2p

(2π)2
p2−2l fl(λp), (IV.41)

with fl(λp) in Eq. (IV.36). In this work, we call the transseries expression (IV.40) the semiclassical

ansatz (s.c.), since this would be the transseries obtained through the semiclassical expansion of

the path integral. We have introduced a UV cutoff at ã and IR cutoff at a in momentum integration

in order to eliminate the UV and IR divergences. However, it is not clear if the semiclassical ansatz

for 〈δD2〉ã,a gives the exact expression in the limit a → 0, since the series in powers of Λ may not

be convergent for Λ > a and the ordering of summation and integration is exchanged. We will

come back to this point in Sec.V.

Using the relation

λp

4π
=

[

4π

λã
+ log

(

p2

ã2

)]−1

=
∞
∑

n=0

(

λã

4π

)n+1 [

− log

(

p2

ã2

)]n

, (IV.42)

we can expand the integrand in (IV.41) in powers of the coupling λã at scale ã to

C2l =
∞
∑

n=0

λn+1
ã c(2l,n), (IV.43)

whose explicit computations for l = 0, . . . , 4 are given in the Appendix B.
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for 〈δD2〉ã,a gives the exact expression in the limit a → 0, since the series in powers of Λ may not

be convergent for Λ > a and the ordering of summation and integration is exchanged. We will

come back to this point in Sec.V.

Using the relation

λp

4π
=

[

4π

λã
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Expansion of Δ(p) w.r.t. Λ2/p2

: polynomial of λp

l : order of nonperturbative exponentials

(In the end, analytically continue to |p|<Λ   →  imaginary ambiguities)
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d2p

(2π)2
p2−2l fl(λp), (IV.41)

with fl(λp) in Eq. (IV.36). In this work, we call the transseries expression (IV.40) the semiclassical

ansatz (s.c.), since this would be the transseries obtained through the semiclassical expansion of

the path integral. We have introduced a UV cutoff at ã and IR cutoff at a in momentum integration
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ã2

)]n

, (IV.42)

we can expand the integrand in (IV.41) in powers of the coupling λã at scale ã to
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in order to eliminate the UV and IR divergences. However, it is not clear if the semiclassical ansatz
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How to derive trans-series
・Trans-series expansion of <δD2>

we here introduce IR cutoff a to regulate IR divergence

      expansion (formal series) of each coefficient

The power series in Eq. (IV.43) can contain factorially divergent parts, which have a precise

meaning by the Borel resummation. If such divergent series are Borel non-summable, the as-

sociated imaginary ambiguities should be of the renormalon type, since only renormalon type

ambiguities are expected to remain in the large-N limit. The l = 0 terms c(0,n) correspond to the

usual perturbative expansion on the trivial vacuum. The physical interpretation of c(2l,n) for higher

l > 0 is that it is a contribution of the fluctuation at order λn+1
ã around a possible semi-classical

configuration (Λ/ã)2l ∼ e−4πl/λã , although we have no understanding of such a semiclassical con-

figuration explicitly.

B. Infrared divergence and imaginary ambiguities

It is evident that there are three issues with the semiclassical expansion obtained above due

to the IR behavior. The first one is that the integral C2l is IR divergent when l ≥ 2 due to the

factor p2−2l in the integrand, which requires an IR cutoff a. We need to take the limit a → 0

at the end of the calculation. The second issue then arises when the IR cutoff is small a $ Λ,

because the semiclassical ansatz above involves a power series in Λ2/a2 and requires a care to

take the limit a → 0. We will come back to this point in Sec.V. The third issue is that there

is a possible singularity at p = Λ due to the terms involving the renormalized coupling constant

λp = 4π/ log(p2/Λ2) in Eq. (IV.41). In fact, the renormalon ambiguity in the usual perturbation

theory is due to this type of singularity in the integrand of C0. Below we identify these singularities

in the integrand of all C2l. Changing variables from p to t̃ = log(ã2/p2) = 4π/λã − 4π/λp, we can

rewrite it as

C2l =
1

4π

∫ log(ã2/a2)

0

dt̃
(

ã2e−t̃
)2−l

fl

(

4π

4π/λã − t̃

)

. (IV.44)

This form resembles the Borel resummation of a divergent perturbative series. For l < 2 we can

take a → 0 at this point, and C2l becomes a Borel resummation. For l ≥ 2, we cannot take a → 0

due to the IR divergence. Since fl(λp) is a polynomial of order l + 1 and hence the integrand

has a pole at t̃ = 4π/λã. If a < Λ, this pole is on the integration contour of (IV.44) since

0 < 4π/λã < log(ã2/a2).

In order to circumvent the poles, we use an analytic continuation of the coupling λã to the

complex plane. After the integration over t, we then analytically continue back to the real axis in

two different directions:

λã → λã ± iε, (IV.45)

with ε > 0, or equivalently Λ → Λ (1± iε′) with ε′ = 2πε/λ2
ã > 0. We then take ε to zero in the

end. This can be understood as a deformation of the integration contour in Eq. (IV.44) in the

upper or lower t-plane.
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The deformation of the integration contour can give rise to an ambiguity, since the imaginary

part of C2l depends on whether we take λã + iε or λã − iε. The imaginary ambiguities, however,

should cancel once we sum over all l, regardless of the prescription. We can find the imaginary

ambiguities by computing the residue. Using Eq. (IV.44) and computing up to order Λ8, we find

that our semiclassical ansatz (IV.40) as a whole is indeed free of imaginary ambiguity:

Im
〈

δD2
〉

ã,a
=
s.c.

±π

[

(

ã2e
− 4π

λã

)2

Λ0 − 2Λ4 +
(

ã2e
− 4π

λã

)−2

Λ8

]

θ(Λ− a) = 0. (IV.46)

We show that only the three terms, C0, C4, and C8, have non-zero residues at t = 4π/λã that

give rise to the imaginary ambiguities in Sec. IVC. We also show that the first term at order Λ0

in the bracket corresponds to the renormalon ambiguity due to the Borel resummation of the

divergent perturbative series on the trivial vacuum. Thus, the ansatz (IV.40) gives a surprising

result that the renormalon ambiguity on the trivial vacuum (order Λ0) is cancelled not solely by

the ambiguity from the term at order Λ4 as one would naively expect, but the combination of the

terms at order Λ4 and Λ8.

C. Perturbative expansion around vacuum and nontrivial background

In this section, we compute the coefficients C2l of the expansion (IV.40) and investigate the

origin of each ambiguity in Eq. (IV.46). We first take a large IR cutoff, Λ " a < ã, where the

expansion in powers of Λ2/p2 (a < p < ã) of the integrand is convergent and well-defined. This

allows us to obtain unambiguous C2l without any imaginary parts. We then take a small cutoff

a < Λ. As explained in the previous section, we use an analytic continuation of λã (or Λ) as

(IV.45) to avoid a possible singularity at p = Λ. Depending on the sign of ±iε, we show that C2l

picks up an imaginary part in accordance with Eq. (IV.46).

The integral for C2l gives

C2l =

∫ ã

a

dp

2π
p3−2l fl(λp) = C2l(p)|ãa = C2l(ã)− C2l(a), (IV.47)

where we have defined C2l(p) as an indefinite integral of the p-integration. We call C2l(ã) and

C2l(a) as the UV and IR contributions, respectively, although only the difference is unambiguously

defined.

We now compute C2l for l = 0, . . . , 4. In the semiclassical expansion, one would first need

to compute the coefficients c2l of perturbative expansion, and then (Borel) resum it to obtain

C2l =
∑∞

n=0 λ
n+1
ã c(2l,n). We demonstrate this for the case of l = 0 here, and the rest in Appendix

B. Alternatively we can directly compute C2l from Eq. (IV.41).
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・Separate UV and IR contributions

The leading contribution, the term at order Λ0, is given as

c(0,n) =

∫

a<|p|<ã

d2p

(2π)2
p2
(

1

4π
log

ã2

p2

)n

=
ã4

(8π)n+1

[

Γ(n+ 1)− Γ

(

n + 1, 2 log
ã2

a2

)]

, (IV.48)

where Γ(n+ 1,α) is the incomplete Gamma function

Γ(n+ 1,α) =

∫ ∞

α

dt e−ttn. (IV.49)

If we turn off the IR cutoff a → 0, the second term vanishes, and we arrive at the known pertur-

bative result. If we keep an arbitrary IR cutoff a, then we have C0 = C0(ã)− C0(a) with

C0(p) = ã4
∞
∑

n=0

(

λã

8π

)n+1

Γ

(

n+ 1, 2 log
ã2

p2

)

. (IV.50)

This is a divergent asymptotic series since Γ(n + 1,α) ∼ n! for large n. Applying the Borel

resummation, we obtain

C0(p) = −p4
∫ ∞

0

dt
e−t

t− 8π
λp

= p4e−8π/λp

[

γE + log

(

−
8π

λp

)

− Ein

(

−
8π

λp

)]

, (IV.51)

where Ein(z) denotes the entire function defined as6

Ein(z) =

∫ z

0

dt
1− e−t

t
. (IV.53)

Due to the branch cut of log(−8π/λp) = log(−2 log p2/Λ2), the function C0(p) is ambiguous for

p > Λ

Im C0(p) = ±πp4 exp

(

−
8π

λp

)

θ(p− Λ) = ±πΛ4 θ(p− Λ). (IV.54)

The total imaginary ambiguity at the leading order can be then expressed as

ImC0 = Im C0(ã)− Im C0(a) = ±{π − πθ(a− Λ)}Λ4 = ±πΛ4 θ(Λ− a), (IV.55)

where we have assumed that the UV scale ã is always larger than Λ. While there is a usual

renormalon ambiguity when a < Λ, the imaginary ambiguity is absent when a > Λ.

The Λ2 and Λ6 can be readily computed without any imaginary ambiguities. For notational

simplicity, we use vp defined as

vp ≡
4π

λp
= log

p2

Λ2
, (IV.56)

6 The standard exponential integral Ei(z) is related to the entire function Ein(z) as

Ei(z) = γE + log z − Ein(−z), (IV.52)
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instead of λp. At order Λ2, we have

C2(p) =
∫

dp
4p (−1 + vp)

v2p
=

2p2

vp
, (IV.57)

while at Λ6, we obtain

C6(p) =
∫

dp
−48− 24vp + 20v2p + 24v3p

3p3v4p
=

8 + 2vp − 12v2p
3p2v3p

. (IV.58)

We thus find that the IR contribution C2(a) goes to zero, while C6(a) diverges as a goes to zero.

Note that each of the integrands for C2(p) and C6(p) has a pole at p = Λ but the residue is zero

and hence it does not give any ambiguities.

At order Λ4, we have

C4(p) =
∫

dp
8− 2vp − 4v2p

pv3p
= −2 log (vp)−

2− vp
v2p

. (IV.59)

This term is also IR divergent C4(a) → ∞ (a → 0). Moreover the logarithm gives rise to the

imaginary ambiguity when vp < 0:

ImC4 = Im C4(ã)− Im C4(a) = ∓2πθ(Λ− a). (IV.60)

Compared to the renormalon ambiguity (IV.55), this ambiguity at order Λ4 has the opposite sign

but its magnitude is twice as large, so the renormalon ambiguity is not cancelled if we stop the

calculation at this order.

At order Λ8, we have

C8(p) =
∫

dp
96 + 120vp + 22v2p − 59v3p − 60v4p

3p5v5p

=
1

Λ4

[

−Ein

(

8π

λp

)

+ log

(

8π

λp

)

+ γE

]

−
24 + 24vp − 13v2p − 33v3p

6p4v4p
. (IV.61)

At this order, the logarithm remains as in the case of C0(p). Therefore it has the imaginary

ambiguity when va < 0 or a < Λ:

ImC8 = ±θ(Λ − a)
π

Λ4
. (IV.62)

Using Eq. (B.5) in Appendix, we can write the perturbative expansion as

C8(p) ⊃
1

ã4

∞
∑

n=0

(

−
λã

8π

)n+1

Γ

(

n + 1,−2 log
ã2

p2

)

= −
1

p4

∫ ∞

0

dt
e−t

t+ 8π
λp

. (IV.63)

The integrand has a pole at t = −8π/λp and the residue gives the imaginary ambiguity of

Eq. (IV.61). One should note that the t-plane pole for C2l(p) is at t = −8π/λp, in contrast to

t = 8π/λp for C0(p) in (IV.51).
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Order Λ0

Order Λ4

Cancellation mechanism

The ambiguity emerges only for a < Λ !

2022年度前期 木曜 4限 物理数学 I 期末試験問題

担当教員：三角樹弘

問 1. 以下の定積分を実行せよ．

C4(p) = −2 log

(
4π

λp

)
−
λ2p − 2πλp

8π2
(1)

問 2. Dが {}内の不等式で表される xy-平面上の領域のとき，各々Dを図示した上で以下の 2

重積分を求めよ．

(1)

∫ ∫

D

y

x
dS D = {(x, y)| 1 ≤ x ≤ 2, 0 ≤ y ≤ x}

(2)

∫ ∫

D
cos(x+ y) dS D = {(x, y)|x ≥ 0, y ≥ 0, x+ y ≤ π

2
}

問 3. D = {(x, y, z)|x+ y + z = 3, x = 0, y = 0, z = 0で囲まれる領域 }のとき，次の 3重積分
を求めよ．

∫ ∫ ∫

D
dxdydz

問 4. 次の多重積分を極座標に変換して求めよ．

(1)

∫ ∫

D
y dS D = {(x, y)|x ≥ 0, y ≥ 0, x2 + y2 ≤ 4}

(2)

∫ ∫

D

x

x2 + y2
dS D = {(x, y)|x ≥ 0, y ≥ 0, 1 ≤ x2 + y2 ≤ 4}

問 5. 次の微分方程式の一般解を求めよ．

dy

dx
=

y + 1

x+ 1

問 6. 半径 1の球の体積が 4π
3 で与えられることを，3重積分を用いて証明せよ．ただし，半径 1

の球面は x2 + y2 + z2 = 1を満たす点の集合で与えられる．

問 7. 以下のガウス積分を 2重積分を応用して証明せよ．
∫ ∞

−∞
e−

x2

2 dx =
√
2π

1

The ambiguity emerges only for a < Λ ! Known IR 
renormalon !

In order to properly take the limit of a → 0 of the result in Eq. (IV.65) of the semiclassical

ansatz, we need to first continue a from the region a < Λ to the region a " Λ, where the the

transseries would be convergent. Then the formal transseries becomes a well-defined transseries

and gives back an analytic function defined in Eq. (III.30):

F (sa) = 2

∫ sa

0

ds
cosh s− 1

s
= 2Chin(sa). (V.79)

After obtaining the analytic function, we can safely continue it to the region a < Λ and find that

lim
a→0

F (sa) = 0. (V.80)

Thus the final result of the a → 0 limit is that we can neglect the contribution F (sa)formal al-

together, including those imaginary ambiguities contained in F (sa)formal. We also note that the

imaginary ambiguities in the IR contribution F (sa)formal changes from the Λ8 term to the Λ0 term

in the process of the analytic continuation to the region a > Λ. It is interesting to note that the

function F (sa) is an example of functions of the renormalized coupling λa that can be continued

analytically beyond the Landau singularity at a = Λ to the negative values λa < 0 exhibiting an

entirely different behavior [68] compared to the region λa > 0: power expandable in a/Λ in the

region a < Λ, and Borel resummations of divergent power series in λa as coefficients of power

series in Λ/a in the region a " Λ.
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Borel  
resum.

A. Expansion of the propagator in powers of Λ2/p2

Here we consider the x → 0 limit of the correlation function, i.e. the condensate, of the

fluctuation of the Lagrange multiplier field δD(x) in Eq. (III.29).

In most of interesting theories like QCD, the gap equation to generate the mass gap is not known

explicitly, contrary to the two-dimensional large-N O(N) model. In such a situation, we can use

only the weak coupling perturbation theory with massless fields. We are interested in studying

properties of perturbation theory and associated resurgence structure when only perturbative

series with massless fields are available. In order to mimic such a situation, we use the large p2/Λ2

expansion of the propagator ∆(p) to obtain a transseries in powers of Λ2/p2 = exp(−4π/λp) and

λp. In this way, we can study quantities such as the condensate as if we perform massless field

perturbation theory on various backgrounds corresponding to possible nonperturbative saddle

points. Hence we wish to expand the propagator ∆(p) in Eq. (III.24) in powers of Λ2/p2. The

asymptotic behavior for Λ2 # p2 of the denominator sp of the propagator is given by

sp = 4 log

(

√

p2

4Λ2
+ 1 +

√

p2

4Λ2

)

=
8π

λp
+ up, (IV.32)

where the leading term is the inverse coupling λp renormalized at the momentum scale p,5

λp ≡
2π

log (p/Λ)
, (IV.33)

and the remaining term up can be expanded in a power of Λ2/p2

up = 4 log

(

1

2
+

√

1

4
+

Λ2

p2

)

=
4Λ2

p2
−

6Λ4

p4
+O(Λ6). (IV.34)

Thus, we obtain a power series expansion for large momenta as a power series in upλp/8π

∆(p) = p2λp

√

1 +
4Λ2

p2

∞
∑

n=0

(

−
upλp

8π

)n

, (IV.35)

which is convergent if upλp/ (8π) < 1. We can expand
√

1 + 4Λ2/p2 and up in powers of Λ/p to

obtain

∆(p) = p2
∞
∑

l=0

(

Λ

p

)2l

fl(λp), (IV.36)

where fl(λp) is a polynomial of degree l + 1. A convenient way to derive the explicit forms of

fl(λp) is to use the Borel resummed form of ∆(p)

∆(p) = 2πp2
∞
∑

l=0

(

Λ

p

)2l ∫ ∞

0

dt

(

Λ

p

)t

Pl(t), (IV.37)

5 In the large-N limit, we do not distinguish the full renormalized coupling λp and the one-loop coupling λ′

p used

in Sec. II since the higher order coefficients of the beta function in (II.4) are of order 1/N .
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instead of λp. At order Λ2, we have

C2(p) =
∫

dp
4p (−1 + vp)

v2p
=

2p2

vp
, (IV.57)

while at Λ6, we obtain

C6(p) =
∫

dp
−48− 24vp + 20v2p + 24v3p

3p3v4p
=

8 + 2vp − 12v2p
3p2v3p

. (IV.58)

We thus find that the IR contribution C2(a) goes to zero, while C6(a) diverges as a goes to zero.

Note that each of the integrands for C2(p) and C6(p) has a pole at p = Λ but the residue is zero

and hence it does not give any ambiguities.

At order Λ4, we have

C4(p) =
∫

dp
8− 2vp − 4v2p

pv3p
= −2 log (vp)−

2− vp
v2p

. (IV.59)

This term is also IR divergent C4(a) → ∞ (a → 0). Moreover the logarithm gives rise to the

imaginary ambiguity when vp < 0:

ImC4 = Im C4(ã)− Im C4(a) = ∓2πθ(Λ− a). (IV.60)

Compared to the renormalon ambiguity (IV.55), this ambiguity at order Λ4 has the opposite sign

but its magnitude is twice as large, so the renormalon ambiguity is not cancelled if we stop the

calculation at this order.

At order Λ8, we have

C8(p) =
∫

dp
96 + 120vp + 22v2p − 59v3p − 60v4p

3p5v5p

=
1

Λ4

[

−Ein

(

8π

λp

)

+ log

(

8π

λp

)

+ γE

]

−
24 + 24vp − 13v2p − 33v3p

6p4v4p
. (IV.61)

At this order, the logarithm remains as in the case of C0(p). Therefore it has the imaginary

ambiguity when va < 0 or a < Λ:

ImC8 = ±θ(Λ − a)
π

Λ4
. (IV.62)

Using Eq. (B.5) in Appendix, we can write the perturbative expansion as

C8(p) ⊃
1

ã4

∞
∑

n=0

(

−
λã

8π

)n+1

Γ

(

n + 1,−2 log
ã2

p2

)

= −
1

p4

∫ ∞

0

dt
e−t

t+ 8π
λp

. (IV.63)

The integrand has a pole at t = −8π/λp and the residue gives the imaginary ambiguity of

Eq. (IV.61). One should note that the t-plane pole for C2l(p) is at t = −8π/λp, in contrast to

t = 8π/λp for C0(p) in (IV.51).
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We thus find that the IR contribution C2(a) goes to zero, while C6(a) diverges as a goes to zero.

Note that each of the integrands for C2(p) and C6(p) has a pole at p = Λ but the residue is zero

and hence it does not give any ambiguities.
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・The ambiguity emerges only for a < Λ  

・It is accompanied by exp(+8π/λa) ∝ 1/Λ4

By using Eq. (IV.39), we can show that C2l(p) for general l is given by

C2l(p) = p4−2l

∫ ∞

0

dt

(

Λ

p

)t Pl(t)

4− 2l − t
= −Pl(Λ∂Λ)

[

Λ−2l+4 Γ

(

0, (l − 2) log
p2

Λ2

)]

. (IV.64)

From this expression, we can check that there is no ambiguity for l ≥ 5.

We now combine all the results up to order Λ8 obtained above and write the semi-classical

expansion of the condensate for any values of ã > Λ and a #= Λ

〈

δD2
〉

ã,a
=
s.c.

∞
∑

l=0

Λ2l
[

{C2l(ã)}− {C2l(a)}
]

(IV.65)

= Λ0

[

ã4
{

e−8π/λãEi

(

8π

λã

)}

− a4
{

e−8π/λaEi

(

8π

λa

)}

± iπΛ4θ(Λ− a)

]

+Λ2

[

ã2
{

λã

2π

}

− a2
{

λa

2π

}]

+Λ4

[

ã0
{

λã

4π
−

λ2
ã

8π2
− 2 log

(

4π

λã

)}

− a0
{

λa

4π
−

λ2
a

8π2
− 2 log

∣

∣

∣

∣

4π

λa

∣

∣

∣

∣

}

∓ 2πiθ(Λ− a)

]

+Λ6

[

1

ã2

{

−
λã

π
+

λ2
ã

24π2
+

λ3
ã

24π3

}

−
1

a2

{

−
λa

π
+

λ2
a

24π2
+

λ3
a

24π3

}]

+Λ8

[

1

ã4

{

e8π/λãEi

(

−
8π

λã

)

+
11λã

8π
+

13λ2
ã

96π2
−

λ3
ã

16π3
−

λ4
ã

64π4

}

−
1

a4

{

e8π/λaEi

(

−
8π

λa

)

+
11λa

8π
+

13λ2
a

96π2
−

λ3
a

16π3
−

λ4
a

64π4

}

±
iπ

Λ4
θ(Λ− a)

]

+O(Λ10),

where the exponential integral Ei(z) is defined as

Ei(z) = γE + log z − Ein(−z) = γE + log z −
∫ −z

0

dt
1− e−t

t
. (IV.66)

The imaginary ambiguity at each order depends on the value of the IR cutoff a as denoted by

the Heaviside step function θ(Λ − a). For a large IR cutoff a > Λ, there is no ambiguity at

any order. Once we take the small cutoff a < Λ, imaginary ambiguities appear at order Λ0, Λ4,

and Λ8. We have identified the imaginary ambiguity at order Λ0 as the renormalon ambiguity in

perturbation theory on the trivial vacuum. The imaginary ambiguities at order Λ4 and Λ8 also

arise when a < Λ, and the combination of the two cancels the renormalon ambiguity, leaving

the semiclassical expansion free of imaginary ambiguities as a whole. This result agrees with

Eq. (IV.46).

Using the general form C2l in Eq. (IV.64), the all-order transseries can be written as

〈δD2〉ã,a =
s.c.

µ4
∞
∑

l=0

(

Λ

µ

)2l ∫ ∞

0

dt

(

Λ

µ

)t

Bl(t). (IV.67)
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In order to properly take the limit of a → 0 of the result in Eq. (IV.65) of the semiclassical

ansatz, we need to first continue a from the region a < Λ to the region a " Λ, where the the

transseries would be convergent. Then the formal transseries becomes a well-defined transseries

and gives back an analytic function defined in Eq. (III.30):

F (sa) = 2

∫ sa

0

ds
cosh s− 1

s
= 2Chin(sa). (V.79)

After obtaining the analytic function, we can safely continue it to the region a < Λ and find that

lim
a→0

F (sa) = 0. (V.80)

Thus the final result of the a → 0 limit is that we can neglect the contribution F (sa)formal al-

together, including those imaginary ambiguities contained in F (sa)formal. We also note that the

imaginary ambiguities in the IR contribution F (sa)formal changes from the Λ8 term to the Λ0 term

in the process of the analytic continuation to the region a > Λ. It is interesting to note that the

function F (sa) is an example of functions of the renormalized coupling λa that can be continued

analytically beyond the Landau singularity at a = Λ to the negative values λa < 0 exhibiting an

entirely different behavior [68] compared to the region λa > 0: power expandable in a/Λ in the

region a < Λ, and Borel resummations of divergent power series in λa as coefficients of power

series in Λ/a in the region a " Λ.
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No ambiguity

VI. TWO POINT FUNCTION

So far we have seen the resurgence structure of the condensate 〈δD2〉. A similar but more

complicated structure can be seen in the transseries expansion of the two point function

〈δD(x)δD(0)〉 =
∫

d2p

(2π)2
eip·x ∆(p). (VI.81)

In the following we assume that 1/x is larger than Λ (Λx < 1) for simplicity. A convenient way

to obtain the transseries expansion of two point function is to use its relation to the condensate

with a UV cutoff ã

〈δD(x)δD(0)〉 =
∫ ∞

0

dã xJ1(ãx)〈δD2〉ã, (VI.82)

which can be shown by using the property of the Bessel functions Jl(px)

∫

d2p

(2π)2
eip·x f(p) =

∫ ∞

0

dp

2π
J0(px)f(p) =

∫ ∞

0

dã

[

xJ1(ãx)

∫ ã

0

dp

2π
f(p)

]

, (VI.83)

for any function f(p). As in the previous case, it is necessary to introduce an IR cutoff a to obtain

each term in the transseries. As we have seen above, the transseries for the condensate with UV

cutoff ã and IR cutoff a can be written as

〈δD2〉ã,a =
1

2

∞
∑

l=0

Λ2l

∫ ∞

0

dtΛt
[

ã2ηl(t) − a2ηl(t)
]Pl(t)

ηl(t)
, for Λ < a < ã, (VI.84)

where Pl(t) and ηl(t) are given by

Pl(t) =
(−1)l

l!

[

(t+ l + 1)(l) − 4l(t+ l)(l−1)
]

, ηl(t) = 2− l −
t

2
, (VI.85)

where (a)(l) = Γ(a+ l)/Γ(a) = a(a+1) · · · (a+ l− 1) denotes the Pochhammer symbol. Note that

Pl(t) are polynomials of t and have no singularity. From this expression and the relation (VI.82),

we obtain the transseries for the two point function with IR cutoff a > Λ as

〈δD(x)δD(0)〉a =
∫ ∞

a

dã xJ1(ãx)〈δD2〉ã,a (VI.86)

=
Λ4

2

∞
∑

l=0

∫ ∞

0

dt

(

Λ2x2

4

)−ηl(t) [ Γ(ηl(t))

Γ(1− ηl(t))
− Fl(ax, t)

]

Pl(t),

where

Fl(ax, t) =
1

ηl(t)
1F 2

(

ηl(t); 1, 1 + ηl(t),−
a2x2

4

)(

a2x2

4

)ηl(t)

=
∞
∑

n=0

(−1)n

(n!)2
1

ηl(t) + n

(

a2x2

4

)ηl(t)+n

. (VI.87)
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Borel  
resum.

C8(a) (1)

C4(p) = −2 log

(
4π

λp

)
−
λ2p − 2πλp

8π2
(2)

−A

λ
(3)

± exp

(
+
8π

λa

)
∝ ± 1

Λ4
(4)

∞∑

n=0

anλ
n = λ

∫ +∞

0
dt e−tBP (tλ) (5)

Im〈δD2〉 = ±π
[(

µ2e
− 4π

λµ

)2
Λ0 − 2Λ4 +

(
µ2e

− 4π
λµ

)−2
Λ8

]
θ(Λ− a) = 0 (6)

Z =

∫
dσ e−S(σ) (7)

Nf ↔ 1

g2
(8)

D(Q2) = αs

∞∑

n=0

∫
dk2

F (k2/Q2)

k2

[
β0αs log

k2

µ2

]n(
=

∞∑

n=0

∫
dk2

F (k2/Q2)

k2
αs(k)

)

≈ αs

∞∑

n=0

(
µ4

Q4

)(
−αsβ0

2

)n

n! + UV contr. (9)

1



instead of λp. At order Λ2, we have

C2(p) =
∫

dp
4p (−1 + vp)

v2p
=

2p2

vp
, (IV.57)

while at Λ6, we obtain

C6(p) =
∫

dp
−48− 24vp + 20v2p + 24v3p

3p3v4p
=

8 + 2vp − 12v2p
3p2v3p

. (IV.58)

We thus find that the IR contribution C2(a) goes to zero, while C6(a) diverges as a goes to zero.

Note that each of the integrands for C2(p) and C6(p) has a pole at p = Λ but the residue is zero

and hence it does not give any ambiguities.

At order Λ4, we have

C4(p) =
∫

dp
8− 2vp − 4v2p

pv3p
= −2 log (vp)−

2− vp
v2p

. (IV.59)

This term is also IR divergent C4(a) → ∞ (a → 0). Moreover the logarithm gives rise to the

imaginary ambiguity when vp < 0:

ImC4 = Im C4(ã)− Im C4(a) = ∓2πθ(Λ− a). (IV.60)

Compared to the renormalon ambiguity (IV.55), this ambiguity at order Λ4 has the opposite sign

but its magnitude is twice as large, so the renormalon ambiguity is not cancelled if we stop the

calculation at this order.

At order Λ8, we have

C8(p) =
∫

dp
96 + 120vp + 22v2p − 59v3p − 60v4p

3p5v5p

=
1

Λ4

[

−Ein

(

8π

λp

)

+ log

(

8π

λp

)

+ γE

]

−
24 + 24vp − 13v2p − 33v3p

6p4v4p
. (IV.61)

At this order, the logarithm remains as in the case of C0(p). Therefore it has the imaginary

ambiguity when va < 0 or a < Λ:

ImC8 = ±θ(Λ − a)
π

Λ4
. (IV.62)

Using Eq. (B.5) in Appendix, we can write the perturbative expansion as

C8(p) ⊃
1

ã4

∞
∑

n=0

(

−
λã

8π

)n+1

Γ

(

n + 1,−2 log
ã2

p2

)

= −
1

p4

∫ ∞

0

dt
e−t

t+ 8π
λp

. (IV.63)

The integrand has a pole at t = −8π/λp and the residue gives the imaginary ambiguity of

Eq. (IV.61). One should note that the t-plane pole for C2l(p) is at t = −8π/λp, in contrast to

t = 8π/λp for C0(p) in (IV.51).
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Note that each of the integrands for C2(p) and C6(p) has a pole at p = Λ but the residue is zero

and hence it does not give any ambiguities.

At order Λ4, we have

C4(p) =
∫

dp
8− 2vp − 4v2p

pv3p
= −2 log (vp)−

2− vp
v2p

. (IV.59)

This term is also IR divergent C4(a) → ∞ (a → 0). Moreover the logarithm gives rise to the

imaginary ambiguity when vp < 0:

ImC4 = Im C4(ã)− Im C4(a) = ∓2πθ(Λ− a). (IV.60)

Compared to the renormalon ambiguity (IV.55), this ambiguity at order Λ4 has the opposite sign

but its magnitude is twice as large, so the renormalon ambiguity is not cancelled if we stop the

calculation at this order.

At order Λ8, we have

C8(p) =
∫

dp
96 + 120vp + 22v2p − 59v3p − 60v4p

3p5v5p

=
1

Λ4

[

−Ein

(

8π

λp

)

+ log

(

8π

λp

)

+ γE

]

−
24 + 24vp − 13v2p − 33v3p

6p4v4p
. (IV.61)

At this order, the logarithm remains as in the case of C0(p). Therefore it has the imaginary

ambiguity when va < 0 or a < Λ:

ImC8 = ±θ(Λ − a)
π

Λ4
. (IV.62)

Using Eq. (B.5) in Appendix, we can write the perturbative expansion as

C8(p) ⊃
1

ã4

∞
∑

n=0

(

−
λã

8π

)n+1

Γ

(

n + 1,−2 log
ã2

p2

)

= −
1

p4

∫ ∞

0

dt
e−t

t+ 8π
λp

. (IV.63)

The integrand has a pole at t = −8π/λp and the residue gives the imaginary ambiguity of

Eq. (IV.61). One should note that the t-plane pole for C2l(p) is at t = −8π/λp, in contrast to

t = 8π/λp for C0(p) in (IV.51).
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The contribution F (sa) is defined by the integral representation in Eq. (V.72), with the upper end

of integration given by sa instead of sã. We find that it is expandable in power series of a/Λ as

given in Eq. (C.3) in Appendix C. In particular, F (sa) → 0 in the limit of a → 0:

F (sa) =
a

Λ
+O

(

a2

Λ2

)

. (V.77)

On the other hand, the function F (sa) has an interesting analytic structure. It has a Borel

resummed transseries form for a " Λ whose functional form is precisely identical to that in

Eq. (V.75). In this region, the Borel non-summable divergent series in λã > 0 gives imaginary

ambiguities which cancel those from the contribution F (sã).

To understand the result in Eq. (IV.65) of the semiclassical ansatz, let us first consider the

Borel resummed transseries valid for a " Λ. It consists of a series in powers of Λ2/a2, whose l-th

power coefficient is a (divergent) power series of λa, in exactly the same form as that in Eq. (V.75)

with a replacing ã. If we take the coefficient of each term of (Λ/a)2l and analytically continue each

coefficient to the region a < Λ, we find the following formal expression similar to a transseries

Λ4F (sa)formal = Λ0a4
{

−
∫ ∞

0

dt
e−t

t− 8π
λa

}

+ Λ2a2
{

λa

2π

}

(V.78)

+Λ4

{

λa

4π
−

λ2
a

8π2
+ 2 log

(

−λa

8π

)

− 2γE ± iπ

}

+
Λ6

a2

{

−
λa

π
+

λ2
a

24π2
+

λ3
a

24π3

}

+
Λ8

a4

{

−
∫ ∞

0

dt
e−t

t + 8π
λa

∓ i0
+

11λa

8π
+

13λ2
a

96π2
−

λ3
a

16π3
−

λ4
a

64π4

}

+O
(

Λ10

a6

)

.

Since λa = 4π/ log(a2/Λ2) < 0 for a < Λ, the Λ0 term becomes Borel summable, whereas the Λ8

term becomes Borel nonsummable, resulting in an imaginary ambiguity. We also need an analytic

continuation for the Λ4 term. Thus this formal transseries exhibits imaginary ambiguities in the

Λ4 and Λ8 terms. We now observe that the result of the semiclassical ansatz in Eq. (IV.65) is

precisely recovered as the difference of F (sã) in Eq. (V.75) and this formal transseries F (sa) in

Eq. (V.78). In the semiclassical ansatz, we note that only the difference between the UV and IR

contributions is determined.

Now we can understand the imaginary ambiguities found for a < Λ in Eq. (IV.65) using the

semiclassical ansatz in Eq. (IV.41). In the semiclassical ansatz, we first expand the momentum

integrand in powers of Λ2/p2 which is valid only for p2 " Λ2. We then evaluate the momentum

integral of each powers of Λ2/p2 using an IR cutoff |p| > a. As a result, the IR contribution C2l(a)
for the Λ2l term involves powers of (Λ/a)2l. However, we are using the expansion in powers of

Λ2/p2 outside of its validity, when we take the IR cutoff a smaller than the dynamical mass Λ. This

is the reason why we obtain the imaginary ambiguity corresponding to the Borel non-summable

series in λ(a) at order Λ8/a4 in Eq. (V.78) of the formal transseries F (sa)formal.
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In order to properly take the limit of a → 0 of the result in Eq. (IV.65) of the semiclassical

ansatz, we need to first continue a from the region a < Λ to the region a " Λ, where the the

transseries would be convergent. Then the formal transseries becomes a well-defined transseries

and gives back an analytic function defined in Eq. (III.30):

F (sa) = 2

∫ sa

0

ds
cosh s− 1

s
= 2Chin(sa). (V.79)

After obtaining the analytic function, we can safely continue it to the region a < Λ and find that

lim
a→0

F (sa) = 0. (V.80)

Thus the final result of the a → 0 limit is that we can neglect the contribution F (sa)formal al-

together, including those imaginary ambiguities contained in F (sa)formal. We also note that the

imaginary ambiguities in the IR contribution F (sa)formal changes from the Λ8 term to the Λ0 term

in the process of the analytic continuation to the region a > Λ. It is interesting to note that the

function F (sa) is an example of functions of the renormalized coupling λa that can be continued

analytically beyond the Landau singularity at a = Λ to the negative values λa < 0 exhibiting an

entirely different behavior [68] compared to the region λa > 0: power expandable in a/Λ in the

region a < Λ, and Borel resummations of divergent power series in λa as coefficients of power

series in Λ/a in the region a " Λ.
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By using Eq. (IV.39), we can show that C2l(p) for general l is given by

C2l(p) = p4−2l

∫ ∞

0

dt

(

Λ

p

)t Pl(t)

4− 2l − t
= −Pl(Λ∂Λ)

[

Λ−2l+4 Γ

(

0, (l − 2) log
p2

Λ2

)]

. (IV.64)

From this expression, we can check that there is no ambiguity for l ≥ 5.

We now combine all the results up to order Λ8 obtained above and write the semi-classical

expansion of the condensate for any values of ã > Λ and a #= Λ

〈

δD2
〉

ã,a
=
s.c.

∞
∑

l=0

Λ2l
[

{C2l(ã)}− {C2l(a)}
]

(IV.65)

= Λ0

[

ã4
{

e−8π/λãEi

(

8π

λã

)}

− a4
{

e−8π/λaEi

(

8π

λa

)}

± iπΛ4θ(Λ− a)

]

+Λ2

[

ã2
{

λã

2π

}

− a2
{

λa

2π

}]

+Λ4

[

ã0
{

λã

4π
−

λ2
ã

8π2
− 2 log

(

4π

λã

)}

− a0
{

λa

4π
−

λ2
a

8π2
− 2 log

∣

∣

∣

∣

4π

λa

∣

∣

∣

∣

}

∓ 2πiθ(Λ− a)

]

+Λ6

[

1

ã2

{

−
λã

π
+

λ2
ã

24π2
+

λ3
ã

24π3

}

−
1

a2

{

−
λa

π
+

λ2
a

24π2
+

λ3
a

24π3

}]

+Λ8

[

1

ã4

{

e8π/λãEi

(

−
8π

λã

)

+
11λã

8π
+

13λ2
ã

96π2
−

λ3
ã

16π3
−

λ4
ã

64π4

}

−
1

a4

{

e8π/λaEi

(

−
8π

λa

)

+
11λa

8π
+

13λ2
a

96π2
−

λ3
a

16π3
−

λ4
a

64π4

}

±
iπ

Λ4
θ(Λ− a)

]

+O(Λ10),

where the exponential integral Ei(z) is defined as

Ei(z) = γE + log z − Ein(−z) = γE + log z −
∫ −z

0

dt
1− e−t

t
. (IV.66)

The imaginary ambiguity at each order depends on the value of the IR cutoff a as denoted by

the Heaviside step function θ(Λ − a). For a large IR cutoff a > Λ, there is no ambiguity at

any order. Once we take the small cutoff a < Λ, imaginary ambiguities appear at order Λ0, Λ4,

and Λ8. We have identified the imaginary ambiguity at order Λ0 as the renormalon ambiguity in

perturbation theory on the trivial vacuum. The imaginary ambiguities at order Λ4 and Λ8 also

arise when a < Λ, and the combination of the two cancels the renormalon ambiguity, leaving

the semiclassical expansion free of imaginary ambiguities as a whole. This result agrees with

Eq. (IV.46).

Using the general form C2l in Eq. (IV.64), the all-order transseries can be written as

〈δD2〉ã,a =
s.c.

µ4
∞
∑

l=0

(

Λ

µ

)2l ∫ ∞

0

dt

(

Λ

µ

)t

Bl(t). (IV.67)
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2022年度前期 木曜 4限 物理数学 I 期末試験問題

担当教員：三角樹弘

問 1. 以下の定積分を実行せよ．

C4(p) = −2 log

(
4π

λp

)
−
λ2p − 2πλp

8π2
(1)

± exp

(
+
8π

λa

)
∝ ± 1

Λ4
(2)

問 2. Dが {}内の不等式で表される xy-平面上の領域のとき，各々Dを図示した上で以下の 2

重積分を求めよ．

(1)

∫ ∫

D

y

x
dS D = {(x, y)| 1 ≤ x ≤ 2, 0 ≤ y ≤ x}

(2)

∫ ∫

D
cos(x+ y) dS D = {(x, y)|x ≥ 0, y ≥ 0, x+ y ≤ π

2
}

問 3. D = {(x, y, z)|x+ y + z = 3, x = 0, y = 0, z = 0で囲まれる領域 }のとき，次の 3重積分
を求めよ．

∫ ∫ ∫

D
dxdydz

問 4. 次の多重積分を極座標に変換して求めよ．

(1)

∫ ∫

D
y dS D = {(x, y)|x ≥ 0, y ≥ 0, x2 + y2 ≤ 4}

(2)

∫ ∫

D

x

x2 + y2
dS D = {(x, y)|x ≥ 0, y ≥ 0, 1 ≤ x2 + y2 ≤ 4}

問 5. 次の微分方程式の一般解を求めよ．

dy

dx
=

y + 1

x+ 1

問 6. 半径 1の球の体積が 4π
3 で与えられることを，3重積分を用いて証明せよ．ただし，半径 1

の球面は x2 + y2 + z2 = 1を満たす点の集合で与えられる．

問 7. 以下のガウス積分を 2重積分を応用して証明せよ．
∫ ∞

−∞
e−

x2

2 dx =
√
2π

1

Borel  
resum.

Ambiguous !

・The ambiguity emerges only for a < Λ  

・It is accompanied by exp(+8π/λa) ∝ 1/Λ4

C8(a) (1)

C4(p) = −2 log

(
4π

λp

)
−
λ2p − 2πλp

8π2
(2)

−A

λ
(3)

± exp

(
+
8π

λa

)
∝ ± 1

Λ4
(4)

∞∑

n=0

anλ
n = λ

∫ +∞

0
dt e−tBP (tλ) (5)

Im〈δD2〉 = ±π
[(

µ2e
− 4π

λµ

)2
Λ0 − 2Λ4 +

(
µ2e

− 4π
λµ

)−2
Λ8

]
θ(Λ− a) = 0 (6)

Z =

∫
dσ e−S(σ) (7)

Nf ↔ 1

g2
(8)

D(Q2) = αs

∞∑

n=0

∫
dk2

F (k2/Q2)

k2

[
β0αs log

k2

µ2

]n(
=

∞∑

n=0

∫
dk2

F (k2/Q2)

k2
αs(k)

)

≈ αs

∞∑

n=0

(
µ4

Q4

)(
−αsβ0

2

)n

n! + UV contr. (9)

1



By using Eq. (IV.39), we can show that C2l(p) for general l is given by

C2l(p) = p4−2l

∫ ∞

0

dt

(

Λ

p

)t Pl(t)

4− 2l − t
= −Pl(Λ∂Λ)

[

Λ−2l+4 Γ

(

0, (l − 2) log
p2

Λ2

)]

. (IV.64)

From this expression, we can check that there is no ambiguity for l ≥ 5.

We now combine all the results up to order Λ8 obtained above and write the semi-classical

expansion of the condensate for any values of ã > Λ and a #= Λ

〈

δD2
〉

ã,a
=
s.c.

∞
∑

l=0

Λ2l
[

{C2l(ã)}− {C2l(a)}
]

(IV.65)

= Λ0

[

ã4
{

e−8π/λãEi

(

8π

λã

)}

− a4
{

e−8π/λaEi

(

8π

λa

)}

± iπΛ4θ(Λ− a)

]

+Λ2

[

ã2
{

λã

2π

}

− a2
{

λa

2π

}]

+Λ4

[

ã0
{

λã

4π
−

λ2
ã

8π2
− 2 log

(

4π

λã

)}

− a0
{

λa

4π
−

λ2
a

8π2
− 2 log

∣

∣

∣

∣

4π

λa

∣

∣

∣

∣

}

∓ 2πiθ(Λ− a)

]

+Λ6

[

1

ã2

{

−
λã

π
+

λ2
ã

24π2
+

λ3
ã

24π3

}

−
1

a2

{

−
λa

π
+

λ2
a

24π2
+

λ3
a

24π3

}]

+Λ8

[

1

ã4

{

e8π/λãEi

(

−
8π

λã

)

+
11λã

8π
+

13λ2
ã

96π2
−

λ3
ã

16π3
−

λ4
ã

64π4

}

−
1

a4

{

e8π/λaEi

(

−
8π

λa

)

+
11λa

8π
+

13λ2
a

96π2
−

λ3
a

16π3
−

λ4
a

64π4

}

±
iπ

Λ4
θ(Λ− a)

]

+O(Λ10),

where the exponential integral Ei(z) is defined as

Ei(z) = γE + log z − Ein(−z) = γE + log z −
∫ −z

0

dt
1− e−t

t
. (IV.66)

The imaginary ambiguity at each order depends on the value of the IR cutoff a as denoted by

the Heaviside step function θ(Λ − a). For a large IR cutoff a > Λ, there is no ambiguity at

any order. Once we take the small cutoff a < Λ, imaginary ambiguities appear at order Λ0, Λ4,

and Λ8. We have identified the imaginary ambiguity at order Λ0 as the renormalon ambiguity in

perturbation theory on the trivial vacuum. The imaginary ambiguities at order Λ4 and Λ8 also

arise when a < Λ, and the combination of the two cancels the renormalon ambiguity, leaving

the semiclassical expansion free of imaginary ambiguities as a whole. This result agrees with

Eq. (IV.46).

Using the general form C2l in Eq. (IV.64), the all-order transseries can be written as

〈δD2〉ã,a =
s.c.

µ4
∞
∑

l=0

(

Λ

µ

)2l ∫ ∞

0

dt

(

Λ

µ

)t

Bl(t). (IV.67)
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Cancellation mechanism

Analytic continuation |p|>Λ to |p|<Λ (a>Λ to a<Λ) is responsible for 
(1) existence of ambiguities,
(2) cancellation of ambiguities (Λ-4 coefficient at the Λ8 order)



Cancellation mechanism

A. Expansion of the propagator in powers of Λ2/p2

Here we consider the x → 0 limit of the correlation function, i.e. the condensate, of the

fluctuation of the Lagrange multiplier field δD(x) in Eq. (III.29).

In most of interesting theories like QCD, the gap equation to generate the mass gap is not known

explicitly, contrary to the two-dimensional large-N O(N) model. In such a situation, we can use

only the weak coupling perturbation theory with massless fields. We are interested in studying

properties of perturbation theory and associated resurgence structure when only perturbative

series with massless fields are available. In order to mimic such a situation, we use the large p2/Λ2

expansion of the propagator ∆(p) to obtain a transseries in powers of Λ2/p2 = exp(−4π/λp) and

λp. In this way, we can study quantities such as the condensate as if we perform massless field

perturbation theory on various backgrounds corresponding to possible nonperturbative saddle

points. Hence we wish to expand the propagator ∆(p) in Eq. (III.24) in powers of Λ2/p2. The

asymptotic behavior for Λ2 # p2 of the denominator sp of the propagator is given by

sp = 4 log

(

√

p2

4Λ2
+ 1 +

√

p2

4Λ2

)

=
8π

λp
+ up, (IV.32)

where the leading term is the inverse coupling λp renormalized at the momentum scale p,5

λp ≡
2π

log (p/Λ)
, (IV.33)

and the remaining term up can be expanded in a power of Λ2/p2

up = 4 log

(

1

2
+

√

1

4
+

Λ2

p2

)

=
4Λ2

p2
−

6Λ4

p4
+O(Λ6). (IV.34)

Thus, we obtain a power series expansion for large momenta as a power series in upλp/8π

∆(p) = p2λp

√

1 +
4Λ2

p2

∞
∑

n=0

(

−
upλp

8π

)n

, (IV.35)

which is convergent if upλp/ (8π) < 1. We can expand
√

1 + 4Λ2/p2 and up in powers of Λ/p to

obtain

∆(p) = p2
∞
∑

l=0

(

Λ

p

)2l

fl(λp), (IV.36)

where fl(λp) is a polynomial of degree l + 1. A convenient way to derive the explicit forms of

fl(λp) is to use the Borel resummed form of ∆(p)

∆(p) = 2πp2
∞
∑

l=0

(

Λ

p

)2l ∫ ∞

0

dt

(

Λ

p

)t

Pl(t), (IV.37)

5 In the large-N limit, we do not distinguish the full renormalized coupling λp and the one-loop coupling λ′

p used

in Sec. II since the higher order coefficients of the beta function in (II.4) are of order 1/N .
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The leading contribution, the term at order Λ0, is given as

c(0,n) =

∫

a<|p|<ã

d2p

(2π)2
p2
(

1

4π
log

ã2

p2

)n

=
ã4

(8π)n+1

[

Γ(n+ 1)− Γ

(

n + 1, 2 log
ã2

a2

)]

, (IV.48)

where Γ(n+ 1,α) is the incomplete Gamma function

Γ(n+ 1,α) =

∫ ∞

α

dt e−ttn. (IV.49)

If we turn off the IR cutoff a → 0, the second term vanishes, and we arrive at the known pertur-

bative result. If we keep an arbitrary IR cutoff a, then we have C0 = C0(ã)− C0(a) with

C0(p) = ã4
∞
∑

n=0

(

λã

8π

)n+1

Γ

(

n+ 1, 2 log
ã2

p2

)

. (IV.50)

This is a divergent asymptotic series since Γ(n + 1,α) ∼ n! for large n. Applying the Borel

resummation, we obtain

C0(p) = −p4
∫ ∞

0

dt
e−t

t− 8π
λp

= p4e−8π/λp

[

γE + log

(

−
8π

λp

)

− Ein

(

−
8π

λp

)]

, (IV.51)

where Ein(z) denotes the entire function defined as6

Ein(z) =

∫ z

0

dt
1− e−t

t
. (IV.53)

Due to the branch cut of log(−8π/λp) = log(−2 log p2/Λ2), the function C0(p) is ambiguous for

p > Λ

Im C0(p) = ±πp4 exp

(

−
8π

λp

)

θ(p− Λ) = ±πΛ4 θ(p− Λ). (IV.54)

The total imaginary ambiguity at the leading order can be then expressed as

ImC0 = Im C0(ã)− Im C0(a) = ±{π − πθ(a− Λ)}Λ4 = ±πΛ4 θ(Λ− a), (IV.55)

where we have assumed that the UV scale ã is always larger than Λ. While there is a usual

renormalon ambiguity when a < Λ, the imaginary ambiguity is absent when a > Λ.

The Λ2 and Λ6 can be readily computed without any imaginary ambiguities. For notational

simplicity, we use vp defined as

vp ≡
4π

λp
= log

p2

Λ2
, (IV.56)

6 The standard exponential integral Ei(z) is related to the entire function Ein(z) as

Ei(z) = γE + log z − Ein(−z), (IV.52)
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θ(Λ− a) = 0 (5)

Z =

∫
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|p|

|  |

a

Analytic continuation |p|>Λ to |p|<Λ (a>Λ to a<Λ) is responsible for 
(1) existence of ambiguities,
(2) cancellation of ambiguities (Λ-4 coefficient at the Λ8 order)



Cancellation mechanism

A. Expansion of the propagator in powers of Λ2/p2

Here we consider the x → 0 limit of the correlation function, i.e. the condensate, of the

fluctuation of the Lagrange multiplier field δD(x) in Eq. (III.29).

In most of interesting theories like QCD, the gap equation to generate the mass gap is not known

explicitly, contrary to the two-dimensional large-N O(N) model. In such a situation, we can use

only the weak coupling perturbation theory with massless fields. We are interested in studying

properties of perturbation theory and associated resurgence structure when only perturbative

series with massless fields are available. In order to mimic such a situation, we use the large p2/Λ2

expansion of the propagator ∆(p) to obtain a transseries in powers of Λ2/p2 = exp(−4π/λp) and

λp. In this way, we can study quantities such as the condensate as if we perform massless field

perturbation theory on various backgrounds corresponding to possible nonperturbative saddle

points. Hence we wish to expand the propagator ∆(p) in Eq. (III.24) in powers of Λ2/p2. The

asymptotic behavior for Λ2 # p2 of the denominator sp of the propagator is given by

sp = 4 log

(

√

p2

4Λ2
+ 1 +

√

p2

4Λ2

)

=
8π

λp
+ up, (IV.32)

where the leading term is the inverse coupling λp renormalized at the momentum scale p,5

λp ≡
2π

log (p/Λ)
, (IV.33)

and the remaining term up can be expanded in a power of Λ2/p2

up = 4 log

(

1

2
+

√

1

4
+

Λ2

p2

)

=
4Λ2

p2
−

6Λ4

p4
+O(Λ6). (IV.34)

Thus, we obtain a power series expansion for large momenta as a power series in upλp/8π

∆(p) = p2λp

√

1 +
4Λ2

p2

∞
∑

n=0

(

−
upλp

8π

)n

, (IV.35)

which is convergent if upλp/ (8π) < 1. We can expand
√

1 + 4Λ2/p2 and up in powers of Λ/p to

obtain

∆(p) = p2
∞
∑

l=0

(

Λ

p

)2l

fl(λp), (IV.36)

where fl(λp) is a polynomial of degree l + 1. A convenient way to derive the explicit forms of

fl(λp) is to use the Borel resummed form of ∆(p)

∆(p) = 2πp2
∞
∑

l=0

(

Λ

p

)2l ∫ ∞

0

dt

(

Λ

p

)t

Pl(t), (IV.37)

5 In the large-N limit, we do not distinguish the full renormalized coupling λp and the one-loop coupling λ′

p used

in Sec. II since the higher order coefficients of the beta function in (II.4) are of order 1/N .
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[
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(

n + 1, 2 log
ã2
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Correlation function in Large-N O(N)

n\l 0 1 2 3 4 5 6 7 · · ·

0 −1 0 2 0 −1 0 0 0 · · ·

1 1 −2 −1 4 −1 −2 1 0 · · ·
...

TABLE I: Coefficients Al,n.

We can show that each integrand in Eq. (VI.86) has no pole on the positive real axis on the complex

t-plane and hence the Borel resummation gives a finite result with no ambiguity. Therefore, it

would be possible to obtain a closed form for the two point function with a = 0 by an analytic

continuation.

Next, let us consider what becomes of each term in the transseries when the IR cutoff a becomes

smaller than Λ. To obtain the correct series in each non-perturbative sector for a < Λ, the Borel

resummation for the a-dependent term must be performed along the negative real axis of the

t-plane. In other words, the integral must be modified as

〈δD(x)δD(0)〉a =
Λ4

2

∞
∑

l=0

∫ ∞

−∞

dt

(

Λ2x2

4

)−ηl(t) [ Γ(ηl(t))

Γ(1− ηl(t))
θ(t) + Fl(ax, t)θ(−t)

]

Pl(t),

where θ(t) is the step function. Since each integrand has singularities at points such that ηl(t) =

−n (n = 0, 1, 2, · · · ), i.e. t = 2(2 − l + n), we need to regularize the integral. Although we can

regularize the integral by shifting the integration contour as Im t = ±ε, the result depends on the

sign of t. Each singularity gives rise to the ambiguity

Im 〈δD(x)δD(0)〉a = ±πΛ4
∞
∑

l=0

∞
∑

n=0

Al,n

(

Λ2x2

4

)n

, (VI.88)

where the coefficients Al,n are given by

Al,n = (−1)l+n 1

(n!)2

[(

2n+ 4

l

)

− 4

(

2n + 2

l − 1

)]

, (VI.89)

where
(

p
q

)

= Γ(p+1)
Γ(q+1)Γ(p−q) denotes the binomial coefficient. Summing over n = 0, 1, 2 · · · , we find

that each term in the transseries has an ambiguity that is a non-trivial function of Λx

Im 〈δD(x)δD(0)〉a
∣

∣

l=0
= ±πΛ4J0(Λx), Im 〈δD(x)δD(0)〉a

∣

∣

l=1
= ±πΛ5xJ1(Λx), · · · ,

where Jl(Λx) are the Bessel functions. For higher l, the ambiguities can be determined as follows.

Let Gl and Hl be functions of Λx defined as

Gl = Λ4
∞
∑

n=0

(−1)l+n

(n!)2

(

2n+ 4

l

)(

Λ2x2

4

)n

, Hl = Λ4
∞
∑

n=0

(−1)l+n

(n!)2

(

2n+ 2

l − 1

)(

Λ2x2

4

)n

. (VI.90)
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0

Result of imaginary ambiguities

A. Expansion of the propagator in powers of Λ2/p2

Here we consider the x → 0 limit of the correlation function, i.e. the condensate, of the

fluctuation of the Lagrange multiplier field δD(x) in Eq. (III.29).

In most of interesting theories like QCD, the gap equation to generate the mass gap is not known

explicitly, contrary to the two-dimensional large-N O(N) model. In such a situation, we can use

only the weak coupling perturbation theory with massless fields. We are interested in studying

properties of perturbation theory and associated resurgence structure when only perturbative

series with massless fields are available. In order to mimic such a situation, we use the large p2/Λ2

expansion of the propagator ∆(p) to obtain a transseries in powers of Λ2/p2 = exp(−4π/λp) and

λp. In this way, we can study quantities such as the condensate as if we perform massless field

perturbation theory on various backgrounds corresponding to possible nonperturbative saddle

points. Hence we wish to expand the propagator ∆(p) in Eq. (III.24) in powers of Λ2/p2. The

asymptotic behavior for Λ2 # p2 of the denominator sp of the propagator is given by

sp = 4 log

(

√

p2

4Λ2
+ 1 +

√

p2

4Λ2

)

=
8π

λp
+ up, (IV.32)

where the leading term is the inverse coupling λp renormalized at the momentum scale p,5

λp ≡
2π

log (p/Λ)
, (IV.33)

and the remaining term up can be expanded in a power of Λ2/p2

up = 4 log

(

1

2
+

√

1

4
+

Λ2

p2

)

=
4Λ2

p2
−

6Λ4

p4
+O(Λ6). (IV.34)

Thus, we obtain a power series expansion for large momenta as a power series in upλp/8π

∆(p) = p2λp

√

1 +
4Λ2

p2

∞
∑

n=0

(

−
upλp

8π

)n

, (IV.35)

which is convergent if upλp/ (8π) < 1. We can expand
√

1 + 4Λ2/p2 and up in powers of Λ/p to

obtain

∆(p) = p2
∞
∑

l=0

(

Λ

p

)2l

fl(λp), (IV.36)

where fl(λp) is a polynomial of degree l + 1. A convenient way to derive the explicit forms of

fl(λp) is to use the Borel resummed form of ∆(p)

∆(p) = 2πp2
∞
∑

l=0

(

Λ

p

)2l ∫ ∞

0

dt

(

Λ

p

)t

Pl(t), (IV.37)

5 In the large-N limit, we do not distinguish the full renormalized coupling λp and the one-loop coupling λ′

p used

in Sec. II since the higher order coefficients of the beta function in (II.4) are of order 1/N .
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with sp = 4 arcsinh(p/2Λ). We can explicitly perform the integral to obtain the exact expression

in the large-N limit

〈

F 2
µν

〉

ã
=

2

N
Λ4
[

4Chin
(sã
2

)

− Chin(sã)
]

, (VII.97)

where ã is the UV cutoff, and Chin(x) is the entire function defined by the integral in (III.30).

On the other hand, the transseries expression with an IR cufoff a > Λ takes the form

〈

F 2
µν

〉

ã,a
= −

1

2N

∞
∑

l=0

Λ2l

∫ ∞

0

dtΛt
[

ã2ηl(t) − a2ηl(t)
] P̃l(t)

ηl(t)
, (VII.98)

where P̃l(t) and ηl(t) are given by

P̃l(t) =
(−1)l

Γ(l + 1)

Γ(t + 2l + 1)

Γ(t+ l + 1)
, ηl(t) = 2− l −

t

2
. (VII.99)

For a > Λ, there is no singularity on the positive real axis on the Borel plane and hence the exact

expression (VII.97) can be obtained by an analytic continuation to a → 0.

If we consider the continuation of the transseries to the region where a < Λ, the Borel resum-

mation should be modified as

〈

F 2
µν

〉

ã,a
= −

1

2N

∞
∑

l=0

Λ2l

∫ ∞

−∞

dtΛt
[

ã2ηl(t)θ(t)− a2ηl(t)θ(−t)
]Pl(t)

ηl(t)
(VII.100)

In this case, the terms with l = 0, 1, 3, 4 have imaginary ambiguities associated with the poles at

t = 4− 2l (l = 0, 1, 3, 4). (VII.101)

The term with l = 2 also has an ambiguity since it contains log λã and log λa. Although each term

has an imaginary ambiguities,
〈

F 2
µν

〉

has no imaginary part due to the cancellation

Im
〈

F 2
µν

〉

ã,a
=

±π

N

[

(

ãe
− 2π

λã

)4
− 4

(

ãe
− 2π

λã

)2
Λ2 + 6Λ4 − 4

(

ãe
− 2π

λã

)−2
Λ6 +

(

ãe
− 2π

λã

)−4
Λ8

]

= 0.

We next look at the compactified model on R× S1 with the ZN symmetric twisted boundary

conditions. We first take the circumference of the compactified dimension L small LΛ $ 1 but

fixed in the large N limit NLΛ % 1. This conventional large-N limit is different from the Abelian

large N limit NLΛ $ 1 where the monopole-instantons can be computed [91]. We impose the

twisted boundary conditions on the field as

φa(x1 + nL, x2) = einLm
a

φa(x1, x2), with n ∈ R and ma = 2πa/(NL), (VII.102)
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・on R2

where the coordinates of R and S1 are denoted by x1 and x2, respectively. We set the periodic

boundary conditions for the auxiliary field D and the gauge field. The effective action for the

auxiliary field D is given as

Veff(D) =
1

2L

N
∑

a=1

∑

n∈Z

∫

R

dp2
2π

log
[

(ka
n)
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where the Matsubara frequency is given as ka
n = 2πn/L + ma. At large N , we obtain the same

effective action as R2:
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This is a consequence of the volume independence at large N [65]. Therefore the gap equation is

unchanged, and we obtain the same mass gap as before in Eq. (III.21).

To compute the condensate, we need to write the momentum integral in (VII.96) as

〈
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〉

= −
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∫ ã
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dp2
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with p =
√

(2πn/L)2 + p22. We still need the momentum cutoff a due to the IR divergence in the

semiclassical expansion. To compute the imaginary ambiguities for small L, we only need to look

at the zero Matsubara mode, because the nonzero Matsubara mode acts as a large momentum

cutoff for and eliminates the pole in the momentum integral. Following Sec. IVB, we can compute

the imaginary ambiguities as
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δD2
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ã,a
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for the condensate in the O(N) sigma model while
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for the condensate in CPN−1 model. They both vanish but have a different structure than the

case of R2. The first term in Eq. (VII.107) is computed in Ref. [67] and they agree.
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ã,a
(VII.106)

=
±π

L

[

2
(

ãe
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with sp = 4 arcsinh(p/2Λ). We can explicitly perform the integral to obtain the exact expression

in the large-N limit
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2

)

− Chin(sã)
]

, (VII.97)

where ã is the UV cutoff, and Chin(x) is the entire function defined by the integral in (III.30).

On the other hand, the transseries expression with an IR cufoff a > Λ takes the form
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where P̃l(t) and ηl(t) are given by
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(−1)l

Γ(l + 1)

Γ(t + 2l + 1)

Γ(t+ l + 1)
, ηl(t) = 2− l −

t

2
. (VII.99)

For a > Λ, there is no singularity on the positive real axis on the Borel plane and hence the exact

expression (VII.97) can be obtained by an analytic continuation to a → 0.

If we consider the continuation of the transseries to the region where a < Λ, the Borel resum-

mation should be modified as
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(VII.100)

In this case, the terms with l = 0, 1, 3, 4 have imaginary ambiguities associated with the poles at

t = 4− 2l (l = 0, 1, 3, 4). (VII.101)

The term with l = 2 also has an ambiguity since it contains log λã and log λa. Although each term

has an imaginary ambiguities,
〈

F 2
µν

〉

has no imaginary part due to the cancellation
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We next look at the compactified model on R× S1 with the ZN symmetric twisted boundary

conditions. We first take the circumference of the compactified dimension L small LΛ $ 1 but

fixed in the large N limit NLΛ % 1. This conventional large-N limit is different from the Abelian

large N limit NLΛ $ 1 where the monopole-instantons can be computed [91]. We impose the

twisted boundary conditions on the field as

φa(x1 + nL, x2) = einLm
a

φa(x1, x2), with n ∈ R and ma = 2πa/(NL), (VII.102)
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2

)

− Chin(sã)
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ã,a
= −

1

2N

∞
∑

l=0

Λ2l

∫ ∞

−∞

dtΛt
[
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We can show that these function satisfy the recursion relations

Gl+1 = −
1

l + 1

[

Λ∂Λ − l
]

Gl, Hl+1 = −
1

l

[

Λ∂Λ − (l + 1)
]

Hl. (VI.91)

Starting with the initial terms H0 = 0 and G0 = −H1 = Λ4J0(Λx), we can determine Gl, Hl and

the ambiguity of the two point funciton

Im 〈δD(x)δD(0)〉a = ±π
∞
∑

l=0

(Gl − 4Hl) = ±π
∞
∑

l=0

Λ2lPl(Λ∂Λ)
[

Λ4−2lJ0(Λx)
]

. (VI.92)

On the other hand, summing over l = 0, 1, 2, · · · and using the binomial theorem
∑

q

(

p
q

)

zq =

(1 + z)p, we can show that the total ambiguity cancel (see Table I)

Im 〈δD(x)δD(0)〉a = 0. (VI.93)

As in the case of the condensate, the singularities on the negative real axis of the Borel plane

(t < 0) are relevant to the cancellation of the imaginary ambiguities for a < Λ.

VII. CPN−1 SIGMA MODEL

It is straightforward to apply our computations above to the CPN−1 sigma model

L =
1

g2

[ N
∑

a=1

|Diφ
a|2 +D

(

|φa|2 − 1
)

]

, (VII.94)

where D is a Lagrange multiplier, Diφa = (∂i + iAi)φa is the covariant derivative and Ai is

an auxiliary U(1) gauge field. Here we compute the cancellation of the imaginary ambiguities

following Sec. IVB.

Integrating out the complex scalar fields φa with the ansatz Aµ = 0 and D = const., we obtain

the same effective potential as (III.20), whose minimum is given by

〈D〉 = Λ2 = µ2e
− 4π

λµ , (VII.95)

where λµ = g2µN is the ’t Hooft coupling renormalized at µ. Like the O(N) sigma model, the

theory is asymptotically free, and the mass gap at large N is identical to that in the O(N) model

in Eq. (III.21).

In addition to the condensate of the auxiliary field 〈δD2〉, we can consider the condensate of

field strength, which takes the form
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= −
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with sp = 4 arcsinh(p/2Λ). We can explicitly perform the integral to obtain the exact expression

in the large-N limit

〈
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µν

〉

ã
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[
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− Chin(sã)
]
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where ã is the UV cutoff, and Chin(x) is the entire function defined by the integral in (III.30).

On the other hand, the transseries expression with an IR cufoff a > Λ takes the form
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where P̃l(t) and ηl(t) are given by
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For a > Λ, there is no singularity on the positive real axis on the Borel plane and hence the exact

expression (VII.97) can be obtained by an analytic continuation to a → 0.

If we consider the continuation of the transseries to the region where a < Λ, the Borel resum-

mation should be modified as
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In this case, the terms with l = 0, 1, 3, 4 have imaginary ambiguities associated with the poles at

t = 4− 2l (l = 0, 1, 3, 4). (VII.101)

The term with l = 2 also has an ambiguity since it contains log λã and log λa. Although each term

has an imaginary ambiguities,
〈

F 2
µν

〉

has no imaginary part due to the cancellation
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We next look at the compactified model on R× S1 with the ZN symmetric twisted boundary

conditions. We first take the circumference of the compactified dimension L small LΛ $ 1 but

fixed in the large N limit NLΛ % 1. This conventional large-N limit is different from the Abelian

large N limit NLΛ $ 1 where the monopole-instantons can be computed [91]. We impose the

twisted boundary conditions on the field as

φa(x1 + nL, x2) = einLm
a

φa(x1, x2), with n ∈ R and ma = 2πa/(NL), (VII.102)
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has an imaginary ambiguities,
〈

F 2
µν

〉

has no imaginary part due to the cancellation

Im
〈

F 2
µν

〉
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ãe
− 2π

λã
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・on R2

・on R1 × S1 (ZN-twist)

where the coordinates of R and S1 are denoted by x1 and x2, respectively. We set the periodic

boundary conditions for the auxiliary field D and the gauge field. The effective action for the

auxiliary field D is given as

Veff(D) =
1

2L

N
∑

a=1

∑

n∈Z

∫

R

dp2
2π

log
[

(ka
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D

2g2
, (VII.103)

where the Matsubara frequency is given as ka
n = 2πn/L + ma. At large N , we obtain the same

effective action as R2:
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This is a consequence of the volume independence at large N [65]. Therefore the gap equation is

unchanged, and we obtain the same mass gap as before in Eq. (III.21).

To compute the condensate, we need to write the momentum integral in (VII.96) as
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+O(N−2), (VII.105)

with p =
√

(2πn/L)2 + p22. We still need the momentum cutoff a due to the IR divergence in the

semiclassical expansion. To compute the imaginary ambiguities for small L, we only need to look

at the zero Matsubara mode, because the nonzero Matsubara mode acts as a large momentum

cutoff for and eliminates the pole in the momentum integral. Following Sec. IVB, we can compute

the imaginary ambiguities as

Im
〈

δD2
〉R×S1

ã,a
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for the condensate in the O(N) sigma model while
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for the condensate in CPN−1 model. They both vanish but have a different structure than the

case of R2. The first term in Eq. (VII.107) is computed in Ref. [67] and they agree.
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ã,a
(VII.107)

=
±π

NL

[

2
(

ãe
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]

, (VII.97)

where ã is the UV cutoff, and Chin(x) is the entire function defined by the integral in (III.30).
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For a > Λ, there is no singularity on the positive real axis on the Borel plane and hence the exact

expression (VII.97) can be obtained by an analytic continuation to a → 0.

If we consider the continuation of the transseries to the region where a < Λ, the Borel resum-

mation should be modified as
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In this case, the terms with l = 0, 1, 3, 4 have imaginary ambiguities associated with the poles at

t = 4− 2l (l = 0, 1, 3, 4). (VII.101)

The term with l = 2 also has an ambiguity since it contains log λã and log λa. Although each term

has an imaginary ambiguities,
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We next look at the compactified model on R× S1 with the ZN symmetric twisted boundary

conditions. We first take the circumference of the compactified dimension L small LΛ $ 1 but

fixed in the large N limit NLΛ % 1. This conventional large-N limit is different from the Abelian

large N limit NLΛ $ 1 where the monopole-instantons can be computed [91]. We impose the

twisted boundary conditions on the field as

φa(x1 + nL, x2) = einLm
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φa(x1, x2), with n ∈ R and ma = 2πa/(NL), (VII.102)
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We can show that these function satisfy the recursion relations

Gl+1 = −
1

l + 1

[

Λ∂Λ − l
]

Gl, Hl+1 = −
1

l

[

Λ∂Λ − (l + 1)
]

Hl. (VI.91)

Starting with the initial terms H0 = 0 and G0 = −H1 = Λ4J0(Λx), we can determine Gl, Hl and

the ambiguity of the two point funciton

Im 〈δD(x)δD(0)〉a = ±π
∞
∑

l=0

(Gl − 4Hl) = ±π
∞
∑

l=0

Λ2lPl(Λ∂Λ)
[

Λ4−2lJ0(Λx)
]

. (VI.92)

On the other hand, summing over l = 0, 1, 2, · · · and using the binomial theorem
∑

q

(

p
q

)

zq =

(1 + z)p, we can show that the total ambiguity cancel (see Table I)

Im 〈δD(x)δD(0)〉a = 0. (VI.93)

As in the case of the condensate, the singularities on the negative real axis of the Borel plane

(t < 0) are relevant to the cancellation of the imaginary ambiguities for a < Λ.

VII. CPN−1 SIGMA MODEL

It is straightforward to apply our computations above to the CPN−1 sigma model

L =
1

g2

[ N
∑

a=1

|Diφ
a|2 +D

(

|φa|2 − 1
)

]

, (VII.94)

where D is a Lagrange multiplier, Diφa = (∂i + iAi)φa is the covariant derivative and Ai is

an auxiliary U(1) gauge field. Here we compute the cancellation of the imaginary ambiguities

following Sec. IVB.

Integrating out the complex scalar fields φa with the ansatz Aµ = 0 and D = const., we obtain

the same effective potential as (III.20), whose minimum is given by

〈D〉 = Λ2 = µ2e
− 4π

λµ , (VII.95)

where λµ = g2µN is the ’t Hooft coupling renormalized at µ. Like the O(N) sigma model, the

theory is asymptotically free, and the mass gap at large N is identical to that in the O(N) model

in Eq. (III.21).

In addition to the condensate of the auxiliary field 〈δD2〉, we can consider the condensate of

field strength, which takes the form

〈

F 2
µν

〉

= −
8π

N

∫

d2p

(2π)2
p2

√

p2

p2 + 4Λ2

1

sp
+O(N−2), (VII.96)
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with sp = 4 arcsinh(p/2Λ). We can explicitly perform the integral to obtain the exact expression

in the large-N limit

〈

F 2
µν

〉

ã
=

2

N
Λ4
[

4Chin
(sã
2

)

− Chin(sã)
]

, (VII.97)

where ã is the UV cutoff, and Chin(x) is the entire function defined by the integral in (III.30).

On the other hand, the transseries expression with an IR cufoff a > Λ takes the form

〈

F 2
µν

〉

ã,a
= −

1

2N

∞
∑

l=0

Λ2l

∫ ∞

0

dtΛt
[

ã2ηl(t) − a2ηl(t)
] P̃l(t)

ηl(t)
, (VII.98)

where P̃l(t) and ηl(t) are given by

P̃l(t) =
(−1)l

Γ(l + 1)

Γ(t + 2l + 1)

Γ(t+ l + 1)
, ηl(t) = 2− l −

t

2
. (VII.99)

For a > Λ, there is no singularity on the positive real axis on the Borel plane and hence the exact

expression (VII.97) can be obtained by an analytic continuation to a → 0.

If we consider the continuation of the transseries to the region where a < Λ, the Borel resum-

mation should be modified as

〈

F 2
µν

〉

ã,a
= −

1

2N

∞
∑

l=0

Λ2l

∫ ∞

−∞

dtΛt
[

ã2ηl(t)θ(t)− a2ηl(t)θ(−t)
]Pl(t)

ηl(t)
(VII.100)

In this case, the terms with l = 0, 1, 3, 4 have imaginary ambiguities associated with the poles at

t = 4− 2l (l = 0, 1, 3, 4). (VII.101)

The term with l = 2 also has an ambiguity since it contains log λã and log λa. Although each term

has an imaginary ambiguities,
〈

F 2
µν

〉

has no imaginary part due to the cancellation

Im
〈

F 2
µν

〉

ã,a
=

±π

N

[

(

ãe
− 2π

λã

)4
− 4

(

ãe
− 2π

λã

)2
Λ2 + 6Λ4 − 4

(

ãe
− 2π

λã

)−2
Λ6 +

(

ãe
− 2π

λã

)−4
Λ8

]

= 0.

We next look at the compactified model on R× S1 with the ZN symmetric twisted boundary

conditions. We first take the circumference of the compactified dimension L small LΛ $ 1 but

fixed in the large N limit NLΛ % 1. This conventional large-N limit is different from the Abelian

large N limit NLΛ $ 1 where the monopole-instantons can be computed [91]. We impose the

twisted boundary conditions on the field as

φa(x1 + nL, x2) = einLm
a

φa(x1, x2), with n ∈ R and ma = 2πa/(NL), (VII.102)
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ã2ηl(t) − a2ηl(t)
] P̃l(t)

ηl(t)
, (VII.98)

where P̃l(t) and ηl(t) are given by

P̃l(t) =
(−1)l

Γ(l + 1)

Γ(t + 2l + 1)

Γ(t+ l + 1)
, ηl(t) = 2− l −

t

2
. (VII.99)

For a > Λ, there is no singularity on the positive real axis on the Borel plane and hence the exact

expression (VII.97) can be obtained by an analytic continuation to a → 0.

If we consider the continuation of the transseries to the region where a < Λ, the Borel resum-

mation should be modified as

〈

F 2
µν

〉

ã,a
= −

1

2N

∞
∑

l=0

Λ2l

∫ ∞

−∞

dtΛt
[
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ã2ηl(t) − a2ηl(t)
] P̃l(t)

ηl(t)
, (VII.98)

where P̃l(t) and ηl(t) are given by

P̃l(t) =
(−1)l

Γ(l + 1)

Γ(t + 2l + 1)

Γ(t+ l + 1)
, ηl(t) = 2− l −

t

2
. (VII.99)

For a > Λ, there is no singularity on the positive real axis on the Borel plane and hence the exact

expression (VII.97) can be obtained by an analytic continuation to a → 0.

If we consider the continuation of the transseries to the region where a < Λ, the Borel resum-

mation should be modified as

〈

F 2
µν

〉
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λã

)4
− 4

(

ãe
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Λ4

Λ3

• Both cases have binomial-expansion-type resurgent structures.
• ZN-twisted compactification drastically changes the structure.



In the calculation above, we have assumed that the only zero mode is relevant to the imaginary

ambiguity. However, we have to take into account the contributions of the higher Matsubara modes

to see how the results in the compact and non-compact cases are related. For that purpose, it is

convenient to consider the imaginary ambiguity of the correlation functions. For the two point

function of the fluctuations of the auxiliary field, it is convenient to use the Poisson resummation

formula

∑

n∈Z

f(2πn/L) =
∑

ν∈Z

1

L

∫

dp

2π
eipνLf(p). (VII.108)

The two point function of the auxiliary field δD in the compactified case is given by

〈δD(x)δD(0)〉a = 8π
∑

ν∈Z

∫ ∞

a

d2p

(2π)2
eip(x+νL)

√

p2 (p2 + 4Λ2)

sp
+O(N−1), (VII.109)

where we have fixed the position of the first operator δD(x) at (x1, x2) = (x, 0) for simplicity.

From the ambiguity of the two point function on R2 in (VI.88), we obtain the ambiguity of the

O(Λl) term for a < Λ as

Im〈δD(x)δD(0)〉a
∣

∣

l
= ±π

∑

ν∈Z

[

Gl(x+ νL)− 4Hl(x+ νL)
]

, (VII.110)

where the functions Gl and Hl are defined in (VI.90). By using the Poisson resummation formula,

the summation over the integer ν can be rewritten back into the Kaluza Klein momentum number

n. For example, G0 = −H1 = Λ4J0(Λx) can be rewritten as

π
∑

ν∈Z

G0(x+ νL) = −π
∑

ν∈Z

H1(x+ νL) =
Λ3

R

∑

n∈Z

e−i n
R
x

√

1− n2

R2Λ2

θ

(

Λ2 −
n2

R2

)

, (VII.111)

where R = L/2π is the compactification radius. The higher order terms can also be determined

by using the recursion relation (VI.91) as

Im 〈δD(x)δD(0)〉a
∣

∣

l
= ±π

∑

n∈Z

Λ2lPl(Λ∂Λ)





Λ3−2l

R

e−i n
R
x

√

1− n2

R2Λ2

θ

(

Λ2 −
n2

R2

)



 , (VII.112)

where Pl(t) is the polynomial given in Eq. (VI.85). The step function θ(Λ2 − n2/R2) in the the

imaginary ambiguity (VII.112) implies that Stokes phenomena occur every time one of Kaluza

Klein masses (Matsubara frequencies) n/R becomes smaller than the scale Λ. In particular, the

ambiguity of the perturbative part (l = 0) changes from O(Λ3/R) to O(Λ4) due to the infinitely

many Stokes phenomena which occur as the compactification radius R is varied from zero to

infinity

Im 〈δD(x)δD(0)〉a
∣

∣

l=0
= ±







Λ3/R for R < Λ−1

Λ4 + · · · for R → ∞
. (VII.113)
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During compactification, the resurgent structure changes, 
where Stokes phenomena occur every time one of Kaluza- 
Klein masses n/R becomes larger than the dynamical scale Λ !
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Infinitely many Stokes phenomena during compactification 
change renormalon ambiguity from O(Λ4) to O(Λ3/R). 

What happens in compactification

l : order of nonpert. exponentials
n : KK mode
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What happens in compactification

1/Λ

2/Λ

3/Λ

4/Λ

5/Λ

…
∞

0

R

C8(a) (1)

C4(p) = −2 log

(
4π

λp

)
−
λ2p − 2πλp

8π2
(2)
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(3)
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anλ
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dt e−tBP (tλ) (9)
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µ2e
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λµ
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)−2
Λ8
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2. Phase transition and Resurgence
Fujimori, Honda, Kamata, TM, Sakai, Yoda, PTEP10(2021)103B04, [arXiv:2103.13654].



Phase transition and resurgence

Fujimori, Honda, Kamata, TM, Sakai, Yoda (21)

Can 2nd and higher order phase transitions be understood in terms 
of thimble decomposition and resurgence theory?

Russo, Tierz(17)

- Anti-Stokes phenomenon is encoded in perturbative series
- The picture is consistent with Lee-Yang zero picture.
- Recently 2nd-order phase transition is discussed in localized SQED

Kanazawa, Tanizaki (15), Dunne, et.al. (16)(17)(18)

1st order phase transition is understood as Anti-Stokes 
phenomenon : change of dominant saddles (stationary points) 
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3D N=4 U(1) SUSY gauge theories on S3

Parameters
・FI parameter η 

・# of hypermultiplets 2Nf 

・mass m

Partition function via localization

Variables after localization
・Coulomb branch parameter σ

effective
action

saddles (stationary points)

where ⌘ is the FI parameter and m is the real mass. The integral variable � is the Coulomb branch parameter
and the factor in the denominator is the one-loop determinant of the hypermultiplets7.
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Saddle-point approx. in ’t Hooft-like limit
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3D N=4 U(1) SUSY gauge theories on S3

Saddle-point approx. in ’t Hooft-like limit

2nd order phase transition
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This implies that the system exhibits a second-order phase transition at � = �c.
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critical point : 

Russo, Tierz(17)

Parameters
・FI parameter η 

・# of hypermultiplets 2Nf 

・mass m

Partition function via localization

Variables after localization
・Coulomb branch parameter σ
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Lefschetz thimble decomposition

Only a trivial saddle contributes An infinite number of saddles contribute

Stokes and anti-Stokes phenomena
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: Change of an intersection number, which occurs at

: Change of dominant saddles, which occurs at

1st order phase transition

Stokes and anti-Stokes phenomena
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: Change of an intersection number, which occurs at
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1st order phase transition

for pair saddles

Stokes and anti-Stokes pheno. at the critical pt.
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Stokes and anti-Stokes pheno. at the critical pt.

At the critical point,
• we have seen a Stokes phenomenon
• anti-Stokes phenomenon occurs at the same time
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Saddles collide at the critical pointcollision!
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Only a trivial saddle contributes An infinite number of saddles contribute
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At the critical point,
• we have seen a Stokes phenomenon
• anti-Stokes phenomenon occurs at the same time

𝜆 ൏ 𝜆௖ 𝜆 ൒ 𝜆௖

Saddles collide at the critical pointcollision!

• At λ=λc, two of pair saddles collide and scatter with π/2.
• At λ=λc, both Stokes and anti-Stokes phenomena simultaneously occur!

Fujimori, Honda, Kamata, TM, Sakai, Yoda (21)
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Generic argument on phase transition

• Simple-model phase transitions are understood in terms of thimbles.
• It means the phase transitions can be detected from perturbative series!

Fujimori, Honda, Kamata, TM, Sakai, Yoda (21)

Theorem 

ceiling function, cf.) [(2+1)(1/2)] = 2

Collision of saddles
Consider

If the ´actionµ is holomorphic, and 𝑛 saddles collide as

Then, the ´actionµ value at 𝑚-th saddle is

Phase transition is of order

[T. Fujimori, M. Honda, S. Kamata, T. Misumi, N. Sakai, TY, 21]

Assume action in expression as

When n saddles collide with angle βπ,
phase transition of order [(n+1)β] occurs, where Stokes and anti-Stokes 
phenomena simultaneously occur.

• W (z) has a branch cut along (�1,�e
�1).

• W (�e
�1) = �1.

• Small z expansion of W (z) has a radius of convergence e
�1.

Thus the Borel transformation in the large � limit has the branch cut singularities at

t = 2⇡iZ. (4.31)

One might wonder why we now do not have singularities beyond the imaginary axis which appeared in the
numerical study represented in Fig. 5. This is because of the large � limit: the singularities beyond the the
imaginary axis go to infinity as � ! 1. It is most transparent in the formula (4.17) for the asymptotic
behaviors for the action.

We can see that the above Borel singularities come from the branch cuts in the �-plane as follows. The
variable t of the Borel plane is related to the �-plane by the map (4.26). Therefore the origin t = 0 is
associated with a saddle �� = 0 while the infinity is associated with the branch cut singularity �� = 1/i�.
An interval [0, 2⇡i] is associated with a closed loop which starts from the saddle �� = 0 and runs around
the branch cut singularity �� = 1/i� back to the saddle. Since there is a logarithmic branch cut on the
��-plane, we reach the next Riemann sheet once we move along the closed loop. Thus the Borel singularities
at t = 2⇡iZ are associated with the saddles on the di↵erent Riemann sheets. Such a relation should hold
even when � is not large as long as we are in the supercritical region.

The above structures technically come from the fact that the action (2.4) has the periodic structure
and the logarithm branch cuts. Physically this type of factor is originated from one-loop contributions of
hypermultiplets in the localization formula of S3 partition functions [155–157]. This indicates that the above
structures hold not only for the SQED but also for more general supersymmetric gauge theories.

5 Lessons from 3d N = 4 SQED

In this section, given the lessons from the SQED obtained in the previous sections, we provide a more generic
discussion on relations between the resurgence and phase transitions. In particular, we discuss how the order
of phase transitions are described from the viewpoint of (anti-)Stokes phenomena.

5.1 Phase transitions as collisions of saddles

Let us consider a generic theory whose partition function is described by a one-dimensional integral of the
form

e
�NF (�) =

Z
d� e

�NS̃(�;�) (5.1)

where S̃(�;�) is the “action” and (N,�) are some parameters specifying the theory. Suppose that the theory
undergoes a phase transition at � = �c in the limit N ! 1, accompanying a collision and a scattering
of n saddles at � = �c. We do not consider phase transitions simply by anti-Stokes phenomena which
have been often discussed in the context of the Lefschetz thimble analysis. Here we show that the order of
phase transition is determined by the scattering angle of saddles. More specifically, we prove the following
statement: if the n-saddles collide and scatter with a scattering angle �⇡ as we vary the parameter � through
the critical point � = �c (as illustrated in Fig. 6), then we have the phase transition of the order d(n+1)�e,
where dxe is the smallest integer larger than or equal to x.

Before moving onto the proof, let us recall some basics on phase transition. We have an p-th order phase
transition at � = �c when the p-th derivative of the “free energy” F (�) becomes singular at � = �c given its
non-singular lower derivatives, that is

���F (p)(�c ± 0)
��� = 1 or F

(p)(�c � 0) 6= F
(p)(�c + 0), (5.2)
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Generic argument on phase transition
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an+1(�c) 6= 0. (5.9)

Combining the above conditions for the coe�cient leads us to

ci = 0, or ci 6= 0, ↵i > 0 (i = 1, . . . , n), (5.10)

cn+1 6= 0, ↵n+1 = 0. (5.11)

Solving the saddle point equation

0 = a1(�) + · · ·+ (n+ 1)an+1(�)��
n + · · · (5.12)

around the collision point �� = 0, the saddle point around the critical point is simply written as

��m ' sm��
� (m = 0, . . . , n� 1), (5.13)

where sm is a some constant and

� = min

✓
↵1

n
,

↵2

n� 1
, . . . ,

↵n

1

◆
. (5.14)

Around the critical point �� = 0, each saddle acquires a phase (�1)� . This implies that the n saddles collide
and scatter with an angle �⇡. Then the action at the saddle �m takes the value

S̃m ' c0 + Tm(��)(n+1)�
, (5.15)

with a constant Tm.
At the phase transition point, there is a jump of contributions saddle points in various ways. For example,

in the case where the contributing saddles jump as �0 ! �1, the free energy changes as

F '

⇢
c0 + T0(��)(n+1)� for �� < 0
c0 + T1(��)(n+1)� for �� > 0

. (5.16)

In the case where contributing saddles jump as �0 ! �0, . . . ,�n�1, the free energy changes as

F '

⇢
c0 + T0(��)(n+1)� for �� < 0
c0 + (T0 + · · ·+ Tn�1)(��)(n+1)� for �� > 0

. (5.17)

In any case, the phase transition is of the order d(n+1)�e and this completes the proof. Our argument also
shows a connection between the order of the phase transition and the anti-Stokes line. The formula (5.15)
for the action shows that the anti-Stokes line is given by Re

⇥
(��)(n+1)�

⇤
= 0. Thus one can also read o↵ the

order of the phase transition by looking at the anti-Stokes line.

5.2 Thimbles and Borel singularities around critical points

In this subsection, we demonstrate the discussion in the last subsection using the integral representation of
the Airy function whose “action” is given by

S̃(�;�) =
i�

3

3
� i��. (5.18)

We refer to this example as the Airy-type model. As we will see soon, this example corresponds to n =
2, ↵ = 1/2, and has common features with the SQED (2.1) in the context of the argument in this section.
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ex.) Airy integral

5.2.1 Lefschetz thimbles

The Airy-type model corresponds to

c0 = 0, c1 = �i, ↵1 = 1, c2 = 0, c3 =
i

3
, ↵3 = 0. (5.19)

The saddle points in this example are simply given by

�± = ±�
1/2

, (5.20)

which indicates that the two saddles collide at � = 0 for � = 0. Therefore, in the notation of the last
subsection, we have

�c = 0, �c = 0, ��± = ±��
1/2

, (5.21)

and

n = 2, ↵ =
1

2
. (5.22)

The action at the saddle �± is given by

S̃± = ⌥
2i

3
(��)3/2. (5.23)

This leads us to the standard Airy-type Stokes graph

Stokes line: Im[i(��)3/2] = 0, Anti-Stokes line: Re[i(��)3/2] = 0. (5.24)

We can find the (dual) thimbles by solving

J± :
d�

ds
=

dS(�)

d�

�����
�'�±

, K± :
d�

ds
= �

dS(�)

d�

�����
�'�±

. (5.25)

In Fig. 7, we show how the thimbles change as increasing the phase arg(��). As arg(��) is increased
from a negative value, we encounter a Stokes phenomenon at arg(��) = �⇡, an anti-Stokes phenomenon at
arg(��) = �2⇡/3, a Stokes phenomenon at arg(��) = �⇡/3 and an anti-Stokes phenomenon at arg(��) = 0.
In particular, we observe the jump of the contributing saddles at arg(��) = �⇡/3 (as well as arg(��) = +⇡/3):
we have a contribution only from � = �+ for arg(��) < �⇡/3 while we have contributions from the two
saddles � = �+ and � = �� at arg(��) = �⇡/3+ 0. This is a manifestation of the Stokes phenomenon. The
free energy also jumps as

F '

⇢
S̃+ = 2

3 (���)3/2 for �� < 0
S̃+ + S̃� = 0 for �� > 0

, (5.26)

which implies the second-order phase transition.
Next, let us increase �� from �1 to 1, keeping Im �� = 0. As �� goes from �1 to 0, the two saddles

(in the left top panel of Fig. 7) approach the origin along the imaginary axis. At �� = 0, they collide and
change their directions. As �� goes from 0 to +1, the two saddles (in the bottom right panel of Fig. 7)
depart the origin along the real axis. In other words, the two saddles collide with an angle ⇡/2 at the phase
transition. Also, we remark that, during the phase transition, we cross the anti-Stokes line arg(��) = �2⇡/3
and the Stokes line arg(��) = �⇡/3. Thus, the second-order phase transition is understood as a phenomenon
in which an anti-Stokes and a Stokes phenomenon occur simultaneously. To summarize, the second-order
phase transition in the Airy-type model is interpreted as follows

i. Contributing saddles jump as �+ ! �+,��.

ii. The two saddles collide and scatter with a scattering angle ⇡/2.

iii. A Stokes phenomenon and an anti-Stokes phenomenon occur simultaneously.
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arg(��) = �2⇡/3, a Stokes phenomenon at arg(��) = �⇡/3 and an anti-Stokes phenomenon at arg(��) = 0.
In particular, we observe the jump of the contributing saddles at arg(��) = �⇡/3 (as well as arg(��) = +⇡/3):
we have a contribution only from � = �+ for arg(��) < �⇡/3 while we have contributions from the two
saddles � = �+ and � = �� at arg(��) = �⇡/3+ 0. This is a manifestation of the Stokes phenomenon. The
free energy also jumps as
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3 (���)3/2 for �� < 0
S̃+ + S̃� = 0 for �� > 0

, (5.26)

which implies the second-order phase transition.
Next, let us increase �� from �1 to 1, keeping Im �� = 0. As �� goes from �1 to 0, the two saddles

(in the left top panel of Fig. 7) approach the origin along the imaginary axis. At �� = 0, they collide and
change their directions. As �� goes from 0 to +1, the two saddles (in the bottom right panel of Fig. 7)
depart the origin along the real axis. In other words, the two saddles collide with an angle ⇡/2 at the phase
transition. Also, we remark that, during the phase transition, we cross the anti-Stokes line arg(��) = �2⇡/3
and the Stokes line arg(��) = �⇡/3. Thus, the second-order phase transition is understood as a phenomenon
in which an anti-Stokes and a Stokes phenomenon occur simultaneously. To summarize, the second-order
phase transition in the Airy-type model is interpreted as follows

i. Contributing saddles jump as �+ ! �+, ��.

ii. The two saddles collide and scatter with a scattering angle ⇡/2.

iii. A Stokes phenomenon and an anti-Stokes phenomenon occur simultaneously.
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Figure 7: Illustrations of the thimble structures of the Airy-type model for |��| = 1. The blue circle and
orange triangle symbols indicate the saddle �0 and �1, respectively. The Lefschetz thimbles associated with
them are drawn as the lines with the same colors. The dual thimbles are drawn as the dashed lines. The
opaque saddles and thimbles contribute to the integral, while the translucent ones do not. The phase of ��
is arg(��) = �⇡ + 0.01 [top left], �2⇡/3 [top right], �⇡/3 + 0.01 [bottom left], and 0 [bottom right].

5.2.2 Borel singularities

The “partition function” of the Airy-type model is defined as

Z(�) =

Z
d� e

�NS̃(�;�)
. (5.27)

Let us consider the 1/N expansion around the “trivial” saddle �+ = �
1/2. Using the formula in App. A, the

perturbative series is formally given by

Z
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d� e
�NS̃(�;�) =
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3 N
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, (5.28)

where
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✓
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1X

l=0

al

N l
, al =

�(3l + 1/2)

32l(�i�3/2)l�(1/2)�(2l + 1)
. (5.29)

20

-3 -2 -1 1 2 3
Re �

-3

-2

-1

1

2

3
Im �

Figure 7: Illustrations of the thimble structures of the Airy-type model for |��| = 1. The blue circle and
orange triangle symbols indicate the saddle �0 and �1, respectively. The Lefschetz thimbles associated with
them are drawn as the lines with the same colors. The dual thimbles are drawn as the dashed lines. The
opaque saddles and thimbles contribute to the integral, while the translucent ones do not. The phase of ��
is arg(��) = �⇡ + 0.01 [top left], �2⇡/3 [top right], �⇡/3 + 0.01 [bottom left], and 0 [bottom right].

5.2.2 Borel singularities

The “partition function” of the Airy-type model is defined as

Z(�) =

Z
d� e

�NS̃(�;�)
. (5.27)

Let us consider the 1/N expansion around the “trivial” saddle �+ = �
1/2. Using the formula in App. A, the

perturbative series is formally given by

Z

J+

d� e
�NS̃(�;�) =

r
⇡

i�1/2N
e

2i�3/2

3 N
F

✓
1

N

◆
, (5.28)

where

F

✓
1

N

◆
=

1X

l=0

al

N l
, al =

�(3l + 1/2)

32l(�i�3/2)l�(1/2)�(2l + 1)
. (5.29)

20

5.2.1 Lefschetz thimbles

The Airy-type model corresponds to

c0 = 0, c1 = �i, ↵1 = 1, c2 = 0, c3 =
i

3
, ↵3 = 0. (5.19)

The saddle points in this example are simply given by

�± = ±�
1/2

, (5.20)

which indicates that the two saddles collide at � = 0 for � = 0. Therefore, in the notation of the last
subsection, we have

�c = 0, �c = 0, ��± = ±��
1/2

, (5.21)

and

n = 2, ↵ =
1

2
. (5.22)

The action at the saddle �± is given by

S̃± = ⌥
2i

3
(��)3/2. (5.23)

This leads us to the standard Airy-type Stokes graph

Stokes line: Im[i(��)3/2] = 0, Anti-Stokes line: Re[i(��)3/2] = 0. (5.24)

We can find the (dual) thimbles by solving

J± :
d�

ds
=

dS(�)

d�

�����
�'�±

, K± :
d�

ds
= �

dS(�)

d�

�����
�'�±

. (5.25)

In Fig. 7, we show how the thimbles change as increasing the phase arg(��). As arg(��) is increased
from a negative value, we encounter a Stokes phenomenon at arg(��) = �⇡, an anti-Stokes phenomenon at
arg(��) = �2⇡/3, a Stokes phenomenon at arg(��) = �⇡/3 and an anti-Stokes phenomenon at arg(��) = 0.
In particular, we observe the jump of the contributing saddles at arg(��) = �⇡/3 (as well as arg(��) = +⇡/3):
we have a contribution only from � = �+ for arg(��) < �⇡/3 while we have contributions from the two
saddles � = �+ and � = �� at arg(��) = �⇡/3+ 0. This is a manifestation of the Stokes phenomenon. The
free energy also jumps as

F '

⇢
S̃+ = 2

3 (���)3/2 for �� < 0
S̃+ + S̃� = 0 for �� > 0

, (5.26)

which implies the second-order phase transition.
Next, let us increase �� from �1 to 1, keeping Im �� = 0. As �� goes from �1 to 0, the two saddles

(in the left top panel of Fig. 7) approach the origin along the imaginary axis. At �� = 0, they collide and
change their directions. As �� goes from 0 to +1, the two saddles (in the bottom right panel of Fig. 7)
depart the origin along the real axis. In other words, the two saddles collide with an angle ⇡/2 at the phase
transition. Also, we remark that, during the phase transition, we cross the anti-Stokes line arg(��) = �2⇡/3
and the Stokes line arg(��) = �⇡/3. Thus, the second-order phase transition is understood as a phenomenon
in which an anti-Stokes and a Stokes phenomenon occur simultaneously. To summarize, the second-order
phase transition in the Airy-type model is interpreted as follows

i. Contributing saddles jump as �+ ! �+, ��.

ii. The two saddles collide and scatter with a scattering angle ⇡/2.

iii. A Stokes phenomenon and an anti-Stokes phenomenon occur simultaneously.
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n=2,  β=1/2

σ σ



Generic argument on phase transition
Fujimori, Honda, Kamata, TM, Sakai, Yoda (21)

an+1(�c) 6= 0. (5.9)

Combining the above conditions for the coe�cient leads us to

ci = 0, or ci 6= 0, ↵i > 0 (i = 1, . . . , n), (5.10)

cn+1 6= 0, ↵n+1 = 0. (5.11)

Solving the saddle point equation

0 = a1(�) + · · ·+ (n+ 1)an+1(�)��
n + · · · (5.12)

around the collision point �� = 0, the saddle point around the critical point is simply written as

��m ' sm��
� (m = 0, . . . , n� 1), (5.13)

where sm is a some constant and

� = min

✓
↵1

n
,

↵2

n� 1
, . . . ,

↵n

1

◆
. (5.14)

Around the critical point �� = 0, each saddle acquires a phase (�1)� . This implies that the n saddles collide
and scatter with an angle �⇡. Then the action at the saddle �m takes the value

S̃m ' c0 + Tm(��)(n+1)�
, (5.15)

with a constant Tm.
At the phase transition point, there is a jump of contributions saddle points in various ways. For example,

in the case where the contributing saddles jump as �0 ! �1, the free energy changes as

F '

⇢
c0 + T0(��)(n+1)� for �� < 0
c0 + T1(��)(n+1)� for �� > 0

. (5.16)

In the case where contributing saddles jump as �0 ! �0, . . . ,�n�1, the free energy changes as

F '

⇢
c0 + T0(��)(n+1)� for �� < 0
c0 + (T0 + · · ·+ Tn�1)(��)(n+1)� for �� > 0

. (5.17)

In any case, the phase transition is of the order d(n+1)�e and this completes the proof. Our argument also
shows a connection between the order of the phase transition and the anti-Stokes line. The formula (5.15)
for the action shows that the anti-Stokes line is given by Re

⇥
(��)(n+1)�

⇤
= 0. Thus one can also read o↵ the

order of the phase transition by looking at the anti-Stokes line.

5.2 Thimbles and Borel singularities around critical points

In this subsection, we demonstrate the discussion in the last subsection using the integral representation of
the Airy function whose “action” is given by

S̃(�;�) =
i�

3

3
� i��. (5.18)

We refer to this example as the Airy-type model. As we will see soon, this example corresponds to n =
2, ↵ = 1/2, and has common features with the SQED (2.1) in the context of the argument in this section.
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3
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The saddle points in this example are simply given by

�± = ±�
1/2

, (5.20)

which indicates that the two saddles collide at � = 0 for � = 0. Therefore, in the notation of the last
subsection, we have

�c = 0, �c = 0, ��± = ±��
1/2

, (5.21)

and

n = 2, ↵ =
1

2
. (5.22)

The action at the saddle �± is given by

S̃± = ⌥
2i

3
(��)3/2. (5.23)

This leads us to the standard Airy-type Stokes graph

Stokes line: Im[i(��)3/2] = 0, Anti-Stokes line: Re[i(��)3/2] = 0. (5.24)

We can find the (dual) thimbles by solving
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In Fig. 7, we show how the thimbles change as increasing the phase arg(��). As arg(��) is increased
from a negative value, we encounter a Stokes phenomenon at arg(��) = �⇡, an anti-Stokes phenomenon at
arg(��) = �2⇡/3, a Stokes phenomenon at arg(��) = �⇡/3 and an anti-Stokes phenomenon at arg(��) = 0.
In particular, we observe the jump of the contributing saddles at arg(��) = �⇡/3 (as well as arg(��) = +⇡/3):
we have a contribution only from � = �+ for arg(��) < �⇡/3 while we have contributions from the two
saddles � = �+ and � = �� at arg(��) = �⇡/3+ 0. This is a manifestation of the Stokes phenomenon. The
free energy also jumps as

F '

⇢
S̃+ = 2

3 (���)3/2 for �� < 0
S̃+ + S̃� = 0 for �� > 0

, (5.26)

which implies the second-order phase transition.
Next, let us increase �� from �1 to 1, keeping Im �� = 0. As �� goes from �1 to 0, the two saddles

(in the left top panel of Fig. 7) approach the origin along the imaginary axis. At �� = 0, they collide and
change their directions. As �� goes from 0 to +1, the two saddles (in the bottom right panel of Fig. 7)
depart the origin along the real axis. In other words, the two saddles collide with an angle ⇡/2 at the phase
transition. Also, we remark that, during the phase transition, we cross the anti-Stokes line arg(��) = �2⇡/3
and the Stokes line arg(��) = �⇡/3. Thus, the second-order phase transition is understood as a phenomenon
in which an anti-Stokes and a Stokes phenomenon occur simultaneously. To summarize, the second-order
phase transition in the Airy-type model is interpreted as follows

i. Contributing saddles jump as �+ ! �+,��.

ii. The two saddles collide and scatter with a scattering angle ⇡/2.

iii. A Stokes phenomenon and an anti-Stokes phenomenon occur simultaneously.
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an+1(�c) 6= 0. (5.9)
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◆
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Around the critical point �� = 0, each saddle acquires a phase (�1)� . This implies that the n saddles collide
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At the phase transition point, there is a jump of contributions saddle points in various ways. For example,
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F '
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F '
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for the action shows that the anti-Stokes line is given by Re

⇥
(��)(n+1)�

⇤
= 0. Thus one can also read o↵ the

order of the phase transition by looking at the anti-Stokes line.

5.2 Thimbles and Borel singularities around critical points

In this subsection, we demonstrate the discussion in the last subsection using the integral representation of
the Airy function whose “action” is given by

S̃(�;�) =
i�

3

3
� i��. (5.18)

We refer to this example as the Airy-type model. As we will see soon, this example corresponds to n =
2, ↵ = 1/2, and has common features with the SQED (2.1) in the context of the argument in this section.
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In Fig. 7, we show how the thimbles change as increasing the phase arg(��). As arg(��) is increased
from a negative value, we encounter a Stokes phenomenon at arg(��) = �⇡, an anti-Stokes phenomenon at
arg(��) = �2⇡/3, a Stokes phenomenon at arg(��) = �⇡/3 and an anti-Stokes phenomenon at arg(��) = 0.
In particular, we observe the jump of the contributing saddles at arg(��) = �⇡/3 (as well as arg(��) = +⇡/3):
we have a contribution only from � = �+ for arg(��) < �⇡/3 while we have contributions from the two
saddles � = �+ and � = �� at arg(��) = �⇡/3+ 0. This is a manifestation of the Stokes phenomenon. The
free energy also jumps as

F '

⇢
S̃+ = 2

3 (���)3/2 for �� < 0
S̃+ + S̃� = 0 for �� > 0

, (5.26)

which implies the second-order phase transition.
Next, let us increase �� from �1 to 1, keeping Im �� = 0. As �� goes from �1 to 0, the two saddles

(in the left top panel of Fig. 7) approach the origin along the imaginary axis. At �� = 0, they collide and
change their directions. As �� goes from 0 to +1, the two saddles (in the bottom right panel of Fig. 7)
depart the origin along the real axis. In other words, the two saddles collide with an angle ⇡/2 at the phase
transition. Also, we remark that, during the phase transition, we cross the anti-Stokes line arg(��) = �2⇡/3
and the Stokes line arg(��) = �⇡/3. Thus, the second-order phase transition is understood as a phenomenon
in which an anti-Stokes and a Stokes phenomenon occur simultaneously. To summarize, the second-order
phase transition in the Airy-type model is interpreted as follows

i. Contributing saddles jump as �+ ! �+,��.

ii. The two saddles collide and scatter with a scattering angle ⇡/2.

iii. A Stokes phenomenon and an anti-Stokes phenomenon occur simultaneously.
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which implies the second-order phase transition.
Next, let us increase �� from �1 to 1, keeping Im �� = 0. As �� goes from �1 to 0, the two saddles

(in the left top panel of Fig. 7) approach the origin along the imaginary axis. At �� = 0, they collide and
change their directions. As �� goes from 0 to +1, the two saddles (in the bottom right panel of Fig. 7)
depart the origin along the real axis. In other words, the two saddles collide with an angle ⇡/2 at the phase
transition. Also, we remark that, during the phase transition, we cross the anti-Stokes line arg(��) = �2⇡/3
and the Stokes line arg(��) = �⇡/3. Thus, the second-order phase transition is understood as a phenomenon
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Note that the coe�cient grows factorially. The analytic continuation of its Borel transformation is

gBF (t) = 2F1

✓
1

6
,
5

6
, 1;

3t

4(�i�3/2)

◆
. (5.30)

This function has a Borel singularity (branch cut singularity) at

t =
4(�i�

3/2)

3
. (5.31)

This Borel singularity corresponds to the “non-trivial saddle” �� = ��
1/2, and it collides with the origin

corresponding to the “trivial saddle” at the critical point � = 0. The scattering angle is �3⇡/2 ⇠ ⇡/2.
After the collision (� > 0), the Borel singularity is on the imaginary axis. This means that there occurs an
anti-Stokes phenomenon: Re S̃+ = Re S̃� = 0. Thus, the collision of saddles is appropriately encoded in the
perturbative series as expected by the resurgence theory.

5.3 Second-order phase transition in the SQED revisited

In this section, we revisit the second-order phase transition in the SQED based on the previous subsections
to clarify more the relationship between the phase transition and resurgence.

5.3.1 Lefschetz thimble analysis

From the Lefschetz thimble analysis in Sec. 3, we have seen that the SQED around the second-order phase
transition point has the following properties

i. Contributing saddle points jump as �+
0 ! �

+
0 ,�

�
0 .

ii. The two saddles collide and scatter with a scattering angle ⇡/2.

iii. An infinite number of Stokes phenomena associated with saddles �±
n>0 occur.

The first two points are common with the Airy-type model in the last subsection. This is because the
“action” of the SQED (2.4) has a similar expansion to one of the Airy-type models around the critical point.
Thus, the second-order phase transition in the SQED is interpreted in a similar way as the Airy-type model.
The third point is particular for the SQED. The di↵erence essentially comes from the fact that the SQED
has infinite number of saddles periodically distributed along the imaginary axis. Once thimbles run along the
imaginary axis after a phase transition, they inevitably path through the periodic saddles. Such behavior of
thimbles causes an infinite number of Stokes phenomena. Technically the appearance of the periodic saddles
is due to the cosh factors originated from the one-loop determinant of the hypermultiplets in the SUSY
localization of the S

3 partition function. Therefore we expect that the above features appear also in other
SUSY gauge theories on S

3.

5.3.2 Borel resummation

In the language of the Borel resummation, the second-order phase transition has the following features

I. In the supercritical region, the two Borel singularities line up along the imaginary axis on the Borel
plane.

II. The two Borel singularities collide and scatter with a scattering angle ⇡/2 as we cross the critical point.

III. The 1/Nf -expansion becomes Borel non-summable along the positive real axis in the supercritical
region.

(I), (II) and (III) here correspond to (i), (ii) and (iii) of the Lefschetz thimble analysis, respectively, as
expected from the resurgence theory. The first point means that the saddle points associated with the Borel
singularities along the imaginary axis have the same real part of the actions and therefore contribute to the
integral with the equal weights in the supercritical region. The second point is a counterpart of the collision
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in which an anti-Stokes and a Stokes phenomenon occur simultaneously. To summarize, the second-order
phase transition in the Airy-type model is interpreted as follows

i. Contributing saddles jump as �+ ! �+, ��.

ii. The two saddles collide and scatter with a scattering angle ⇡/2.

iii. A Stokes phenomenon and an anti-Stokes phenomenon occur simultaneously.
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5.2.1 Lefschetz thimbles

The Airy-type model corresponds to

c0 = 0, c1 = �i, ↵1 = 1, c2 = 0, c3 =
i

3
, ↵3 = 0. (5.19)
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�± = ±�
1/2

, (5.20)
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subsection, we have

�c = 0, �c = 0, ��± = ±��
1/2

, (5.21)

and

n = 2, ↵ =
1

2
. (5.22)
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S̃± = ⌥
2i

3
(��)3/2. (5.23)
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d�

ds
=

dS(�)

d�

�����
�'�±

, K± :
d�

ds
= �

dS(�)

d�

�����
�'�±

. (5.25)
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, (5.26)
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and the Stokes line arg(��) = �⇡/3. Thus, the second-order phase transition is understood as a phenomenon
in which an anti-Stokes and a Stokes phenomenon occur simultaneously. To summarize, the second-order
phase transition in the Airy-type model is interpreted as follows

i. Contributing saddles jump as �+ ! �+, ��.

ii. The two saddles collide and scatter with a scattering angle ⇡/2.

iii. A Stokes phenomenon and an anti-Stokes phenomenon occur simultaneously.
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Singularities on 
imaginary axis  
= anti-Stokes 
phenomena



1. Resurgence structure in 2D sigma models:
• Analytic continuation is essential for cancellation of imaginary ambiguities,
• Combination of ambiguities at non-pert. orders cancels renormalon,
• Binomial-expansion-type resurgent structure,
• Compactif. leads to infinite-times Stokes pheno. & change of renormalon.

2. Phase transition and resurgence:
• Higher-order phase transitions are understood as collisions of saddles,
• Stokes and anti-Stokes phenomena simultaneously occur there,
• encoded in collision of Borel singularities of perturbative series,
• Theorem: n-saddle collision with angle βπ → transition order [(n+1)β] 

3. Exact resurgence and quantization conditions from EWKB:
• Exact quantization conditions obtained for multi-well and periodic QM,
• Exact resurgent structures in these models are shown,
• Dunne-Unsal (P-NP) relation in some models is derived by exact-WKB.

Summary


